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Fundamental nuclear structure symmetries in 
double beta decay processes 

Osvaldo Civitarese 

Department of Physics, University of La Plata, c.c. 67 (1900), La Plata, 
Argentina. 

Abstract 

The nuclear structure physics of double beta decay transitions is reviewed start­
ing from the consideration of fundamental symmetries of the nuclear many body 
problem. The problems found in the use of the Quasiparticle Random Phase Ap­
proximation (QRPA) and related approximations, in dealing with the calculation 
of nuclear double beta decay observables, are understood in terms of the mixing 
between isospin collective and intrinsic variables. 

1 Introduct ion 

Years ago (1988) John Vergados did in fact point out to a number of us that the 
understanding of the nuclear structure physics which governs nuclear double 
beta decay transitions was still a challenging matter and that the currently 
accepted explanations were in his opinion not very satisfactory. He was indeed 
right and after ten years the subject remains a hot one, attracting the attention 
of a very distinguished community of theoretical and experimental groups. 
I would like to present in this lecture some answers to John's questions as 
my very modest tribute to his life-long efforts in the fascinating field of the 
interface between particle and nuclear physics. 

2 Spontaneous and Dynamical Breaking of Mean Field Symme­
tries in the p n - Q R P A and the description of Double B e t a Decay 
transit ions 

The motivation for this part of the lecture are the breakdown of the isospin 
symmetry, at the level of the quasi-particle mean field approximation, and its 
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partial restoration by effective interactions, at the QRPA level of approxima­
tion. The method upon which the discussion is based has been used to define 
effective symmetry breaking two-body interactions and it has been applied pre­
viously to particle-number and rotational symmetry violations. We shall also 
talk on the connection between the present approach and the proton-neutron 
QRPA method with renormalized two-particle interactions is discussed. 

The formalism of the Quasiparticle Random Phase Approximation has been 
used rather intensively and with great success during four decades since the 
fundamental paper of Michel Baranger appeared in the literature [1]. The var­
ious applications of the formalism, to describe nuclear vibrational modes, are 
matter of textbooks [2-4]. The use of the QRPA method to describe charge-
dependent excitations (pn-QRPA) was reported by Halbleib and Sorensen [5]. 
Symmetry properties of the approximation can be found in articles written 
by Lane and Martorell [6] and by Marshalek and Weneser [7]. In the orig­
inal version of the QRPA [1] the nuclear many body Hamiltonian consists 
of short-range pairing interactions and residual two body interactions and it 
is written in the quasiparticle basis (BCS approach) and diagonalized in the 
quasiparticle-pair basis. The structure of the ground state correlations gener­
ated at the QRPA level of approximation was studied in [4]. More recently the 
use of renormalized two-particle channels of the residual interactions at the 
level of the pn-QRPA matrix elements was suggested by Vogel and Zirnbauer 
[8]. The application of these concepts to realistic calculations of double beta 
decay observables can be found in [9]. After several years of theoretical efforts 
centered on the use of the pn-QRPA method to calculate single- and double-
beta-decay observables [10,11] some questions associated with the consistency 
of the approach have been revised, partly due to some considerations about 
the collapse of the QRPA (pn-QRPA) approximation [12,13]. Studies of this 
question, performed in the framework of group theoretical models, have been 
presented in [14]. The analysis of the pn-QRPA collapse in terms of a phase 
transition in a parametric model space was presented in [15,16]. Recent re­
sults based on the separation of intrinsic and collective variables [17] confirm 
the notion that the standard formulation of the pn-QRPA method should be 
extended. Among the basic theoretical assumptions which should indeed be 
revisited, in dealing with the explanation of the pn-QRPA collapse are: 

• the separate treatment of proton and neutron isovector pairing correlations, 
which are usually represented by unrelated BCS mean fields belonging to 
the initial and final double-even mass nuclei, 

• the onset of isoscalar pairing correlations, affecting both the double-even 
and double-odd mass nuclei, 

• the resulting violation of the isospin symmetry once the proton-proton and 
neutron-neutron BCS procedure is applied to describe, approximately, the 
pairing correlations. 
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All these effects would certainly become manifest at mean field (quasipar-
ticle) level [18,19]. In addition to these effects, which are generally referred 
to as spontaneous symmetry violations, one should add the fact that em­
pirical single particle basis are used as input for the pn-QRPA calculations, 
thus contributing to undesirable symmetry violations. As it has been pointed 
out long ago, the QRPA by itself may not be able to cure for the resulting 
mean field symmetry violations [6]. The relationship between the collapse of 
the pn-QRPA and the onset of isoscalar pairing correlations was discussed 
in [14], in the framework of the SO(8) global symmetry of the Hamiltonian. 
The spontaneous breaking of the isospin symmetry, induced by the separate 
BCS treatment of proton and neutron pairing correlations is rather obvious. 
In this respect, the inclusion of symmetry violating interactions may be cru­
cial in treating isospin dependent effects [17]. In this part of the lecture we 
discuss on symmetry violation effects in the pn-QRPA by using a method due 
to Pyatov [20]. The main step of Pyatov's construction is the definition of an 
effective Hamiltonian which incorporates Dirac's constrains [21] to the origi­
nal symmetry-breaking Hamiltonian. This method has been used previously 
in dealing with the violation of particle-number [22], rotational [23] and gen­
eralized Galilean invariances [24] and velocity dependent effects [25]. It is our 
aim to apply Pyatov's method to isospin dependent Hamiltonians, written in 
the quasiparticle basis, in order to explore the link between the collapse of 
the pn-QRPA and the breakdown of the isospin symmetry. Particularly, we 
would like to determine the dependence of the renormalization applied to two 
particle interactions, in the pn-QRPA upon symmetry restoring effects. 

2.1 The BCS mean field and the symmetry restoring interactions 

The separable monopole pairing interaction can be approximately diagonal-
ized in the BCS quasiparticle representation. The proton and neutron single 
quasiparticle Hamiltonian can therefore be written as 

#11 = Σ(ΕΡ3ΝΡ3 + EnjNnj) , (l) 
3 

where the one-quasiparticle term Nqj is written in standard notation [3] 

^Q,3 ~ 2-^ aq,jmaq,jrn · (2) 
m 

The subindex q denotes proton (p) or neutrons (n) states and (j, m) are single 
particle angular momentum variables. 
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The fact that the isospin symmetry is violated by the BCS quasiparticle mean 
field can be easily demonstrated by expressing the tensorial components (total 
angular momentum λ = 0, isospin τ = 1) [26,2] of the isospin one body 
operator in the quasiparticle basis 

3 

rw«DMf+Mj). (3) 
3 

and commuting it with the unperturbed BCS Hamiltonian (1). Note that only 
the two-quasiparticle terms of the isospin operators r * 

4= , l Σ < 4 « η β * - , 
3 yjipj + l) - W m n J " m>0 

Α> = (Α]γ, (4) 

will contribute to the expectation value of the commutators. 

In (1) EPj and Enj are quasiparticle energies and the reduced matrix elements 
in (3) are defined as 

tj = y/(2j -f l)upjvnj, tj = yj(2j + l)unjvpj . (5) 

The results corresponding to the commutators 

[H11,r^]=e^ = -(e^y, (6) 

lead to the definition of the operator 

θ = | ( θ<-) + 9W) . 1 £ £,(*, + ?,)(Λ] - Λ,·) , (7) 

where Ej = £ ^ + Enj. Following Pyatov's Method [20], the effective Hamil­
tonian which exhibits the symmetry can be constructed from the above com­
mutator adding to Hu the induced interaction 

HTes = - 7 Θ+Θ . (8) 

The value of 7 is determined by requesting that the zero energy mode [7] is 
decoupled from the physical spectrum of Heg = i?n + i i r e s , as it will be shown 
below. 
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The QRPA treatment of HeS, is performed by introducing the one-phonon 
operator Γ£ 

and in this basis the QRPA equation of motion is written 

[ifeff,rì]=uOt· (10) 

The solution of this equation of motion, in the quasi-boson approximation 
[Aj, Al] = Sjk, can be cast in the form 

(1 - en) = 0 . (11) 

The quantity s n is defined by 

ι ι \ 
(12) •»-ÏÇ^+^fe + çfe) 

After solving the QRPA system of equations, in order to determine the eigen-
frequencies ων and the amplitudes Xvk and Y„k of (9), Hes is transformed to 
the phonon basis 

HeS = const. + 52 ω„ΓΪΓ„ . (13) 

The decoupling, at the QRPA level of approximation, of the zero energy mode 
can be performed by introducing the transformation due to Marshalek and 
Weneser [7]: 

^ = (αν/2)1/2(Γί + Γ,,), 
ίν = -ΐ{2ων)-ιΙ2{Τΐ-τν). (14) 

The expression of Hefì in terms of the operators Pv and L„ is given by 

Ηα = \Σ{ΡΪ + ωΙίΙ). (15) 

This diagonal form of #eff is obtained by transforming the pair operators A] 

and Aj to the phonon basis ( fj,, Γ„) and then to the basis (Pv, Lv). The 
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explicit expression of ifeff is 

#eff = ^{dußP^Pß + θνμωνωμίνίμ) , (16) 

νμ 

with 

άνμ = YXEkàkl + (\4i + Wit!))λΙ/Αλμ/, 
/ci 

C^M = YJ^ßkaki + (V*i - Wkl))ß„kßßl . (17) 

In these equations we have defined 

{Xvk + Y„k) 

ßuk = 

y/2uv 

\/2uZ 

Vkl = -Wkl m -lEkEt(tk + tk)(U + ?,) . (18) 

The diagonalization of Hes implies άμν = ομι/ = \δμν and the decoupling of 
the zero energy mode requires that 

7 = 7ο = 1 / ( Σ % + ^ ) 2 ) · (19) 

With this value of 7, the QRPA secular equation, (11), takes the form 

t j F M = 0, 

which is obviously satisfied for ω% = 0 (zero-energy eigenmode) and F{uv) = 0 
{ωv φ 0). The explicit form of F(wv) is the following : 

F(-)=Cifrar (20) 

2.2 Separable particle-hole and particle-particle pn-interactions 

Results corresponding to realistic proton-neutron interactions in open shell 
systems have been compared rather successfully with results obtained by using 
schematic interactions of the form [27,28] 

H = HU + Hint} (21) 
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with 

Him = χτ^τ^ - κΡ^ρ(+) . (22) 

The proton neutron pair operators P ( ± ) are written in the quasiparticle basis 
as 

3 

P < + ' = £ ( P A - M Î ) . (M) 
3 

with 

Pj = V(2j + l)upjunj , 

ty = 7(2j + l)vnjt/w- , (24) 

and they represent particle-particle (hole-hole) terms of the one particle oper­
ator r. The term of the Hamiltonian (22) which contains the pair operators P± 

will be referred to as the particle-particle interaction. Solutions corresponding 
to the Hamiltonian of (21) have been obtained both exactly and approximately 
[15]. Since details of these calculations have been presented previously [15,28] 
further discussions about this Hamiltonian will be avoided. 

Numerical results corresponding to the Hamiltonians of Sees. 2.1 and 2.2 are 
presented in [39]. In Sec. 2.1 we have shown that the BCS mean field does not 
preserve the isospin symmetry and we have used Pyatov's Method [20] to par­
tially restore it at the two-quasiparticle level of approximation. In Sec. 2.2 we 
have introduced an effective Hamiltonian which obviously breaks the isospin 
symmetry. The pn-QRPA treatment of this Hamiltonian leads to collapse of 
the approximation for some values of κ. In this context the question to ask 
is, of course, to which extend these features survive if the BCS mean field is 
readjusted in such a way that the spontaneously broken isospin symmetry is 
partially or totally restored in a dynamical way (i.e. by adding terms as the 
ones of Hmt(x, κ) ). The first obvious answer to such a question would refer 
to limitations in the values of the renormalized particle-particle constant κ 
resulting from the inclusion of terms depending on 7 in the Hamiltonian. 

2.3 Symmetry Restoring Effects at the BCS mean field level 

The most general form of the Hamiltonian, at lowest order in the quasi-boson 
expansion (i.e. by keeping terms with A^A, A^A^ and AA), contains terms 
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which are proportional to 7, χ and κ. Effects associated to the spontaneous 
symmetry breaking of the isospin symmetry by the Β CS quasiparticle mean 
field are explored by studying the dependence of the QRPA spectrum upon 7. 
Note that as 7 ->• 70 = 1/(Σ* Ek(tk + tk)

2) the lowest eigenvalue goes to zero. 
This result is the direct consequence of the use of Pyatov's prescription [20]. 
The strength 7 = 70 represents the value of the induced interaction (8) which 
restores the isospin symmetry, broken by the Β CS approach, at the quasi-
boson level. Naturally the breakdown of the symmetry is due to the adoption 
of separate quasi-neutron and quasi-proton mean fields and it is obviously 
non-physical. 

Since 70 represents the value of the induced coupling for which the symmetry 
is restored, it can be argued that the inclusion of residual interactions ( χ, κ, 
), for partial restoration (7 < 70), would break the symmetry dynamically. An 
example of this mechanism is given by the well known fact that renormalized 
particle-particle (κ) interactions can produce similar effects (i.e. the vanishing 
of the lowest pn-QRPA eigenvalue). The Hamiltonian corresponding to this 
case is Η = Hn + Hres + iïjnt, where HTes is the above defined (8) symmetry 
restoring interaction and Hmt is the Fermi separable force, with particle-hole 
and particle-particle terms included depending on the coupling constants χ 
and « (22). Note that the repulsion induced by the particle-hole interaction (χ) 
is softened by the attractions induced by the symmetry restoring interaction 
(7). The effect is particularly important for the eigenvalue of lowest energy and 
for the collective mode, which corresponds to the Isobaric Analog State (IAS). 
In the standard application of the pn-QRPA method the coupling constant χ 
is fixed in such a way that the position of the IAS is reproduced. If χ is varied, 
to reproduce a constant value of the energy of the IAS (J^IAS) while changing 
7, the collapse of the energy will be evident for values of 7 > 70. 

By increasing the ratio 7/70 the value of κ which produces the collapse of 
the pn-QRPA spectrum decreases. It means that the renormalization of the 
P~P+ term of the Hamiltonian is limited by the break-down of the isospin 
symmetry at the level of the quasiparticle mean field. 

From these results it is therefore concluded that the induced symmetry restor­
ing interaction produces a strong renormalization of the «-dependent interac­
tion. This strong renormalization is by far more important than the one needed 
to produce the collapse of the pn-QRPA for at 7 = 0. We can also say that the 
collapse of the pn-QRPA produced by particle-particle interactions is strongly 
dependent upon the spontaneous breaking of the isospin symmetry, which is 
forced by the BCS approximation. It was shown in [39] that the partial restora­
tion of the symmetry can strongly reduce the value of κ for which the collapse 
is produced. It also means that the crossing of eigenvalues induced by κ [15] 
and the appearance of a zero eigenvalue associated to the symmetry (7 = 70) 
are different phenomena [6]. 
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3 A comparative study on the validity of the Renormalized Ran­
dom Phase Approximation 

The Quasiparticle Random Phase Approximation (QRPA), introduced long 
ago by M. Baranger, has been extensively used to describe two-body correla­
tions in open shell nuclei. The basic assumptions of the method are: 

• the definition of a quasiparticle mean field to account for pairing correlations 
and 

• the inclusion of two-body residual interactions between quasiparticles. 

These assumptions have been tested rather successfully in dealing with the 
microscopic description of like-particle pair excitations in open shells. The first 
applications of the QRPA to describe unlike-particle pair excitations (proton-
neutron pairs) were performed by Hableib and Sorensen [5]. The interest in 
the method was renewed by the study of the effects produced upon nuclear 
double-beta decay observables by renormalized two-particle (proton-neutron) 
interactions [8], [9]. 

Several attempts to prevent the so-called collapse of the proton-neutron (pn) 
QRPA approximation have been reported after the results of Vogel et al. 
[8] were published. For a review of some of these approaches see [10], [11]. 
Particularly, the method developed by Hara and applied to the Lipkin model 
by Catara et al. [12] has been extended to treat nuclear double-beta decay 
matrix elements by Toivanen and Suhonen [13]. Difficulties related to this 
approach have been reported in [14], [15]. 

The question about the validity of the RQRPA in realistic cases can not always 
be answered by a direct comparison with exact (shell model) results. However, 
the advantages and/or disadvantages of the RQRPA can be investigated in 
solvable models for which exact solutions are known. 

In this section we shall compare RQRPA, QRPA and exact results for particle-
hole monopole and quadrupole excitations and monopole pairing vibrational 
modes, both in normal and superfluid phases. Since some of the unknown 
nuclear-structure elements of the nuclear double-beta decay problem are not 
present in this case, i.e. the uncertainties associated with the treatment of 
ground state correlations induced by unlike proton-neutron pairs, we hope to 
extract more clear conclusions about the suitability of the RQRPA approach. 
We would like to concentrate on the ability of the RQRPA to describe corre­
lations near the QRPA (RPA) phase transition. 

The calculations were performed for schematic models where the single par­
ticle energy-spacing and the effective degeneracy of the single-particle lev­
els are fixed. The coupling constants of the residual two-body interactions 
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were varied freely around critical values, i.e. the values of the RPA collapse, 
for each model Hamiltonian. Due to the schematic nature of the interactions 
self-consistent determinations of mean field properties were not implemented. 
Self-energy corrections to single-particle (quasiparticle-energies) and phonon-
energies were not considered, either. The contributions of the interactions to 
RPA and Renormalized RPA processes were calculated at leading order in the 
expansion parameter Ω, which is the degeneracy of the single-particle levels. 
Other effects, like the re-arrangement of mean field values due to couplings 
with phonons and the renormalization of particle-vibration couplings due to 
phonon self-energies, were not considered here since they contribute at lower 
order in the (1/Ω) expansion. Limitations due to these approximations will 
be discussed with reference to schematic and realistic calculations reported in 
the literature. 

Let us now introduce some basic notions about the RRPA (RQRPA) and 
RPA (QRPA) methods, as well as the definitions of the basis and generators 
of the algebra used to obtain exact solutions. Since most of the equations are 
well known, we are introducing them for the sake of completeness and long 
discussions on the formalism will be avoided. Each subsection of the present 
section will include the set of equations corresponding to a definite model 
situation and for it the exact solution will be shown together with the RPA 
(QRPA) and RRPA (RQRPA) solutions. 

We shall now describe monopole pairing excitations (Sec. 3.1), monopole 
particle-hole excitations (Sec. 3.2), and quadrupole particle-hole excitations 
(Sec. 3.3). Each set of excitations is constructed by linear superpositions of 
like-quasiparticle pairs in the superfluid phase or like-particle-hole pairs in the 
normal phase. In addition, two-particle correlations will be treated to describe 
pairing vibrations. 

3.1 Monopole Pair excitations 

The correlated states of a system of Ν particles moving in two levels, each 
with a degeneracy 2Ω, are described by the Hamiltonian 

H m £(AT2 - Nl) - GQ(4 + A[)(A2 + Αχ) , (1) 

where 

A'~Vù ^ a™°^ στη στη > 

m>0 
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N* = Σ αστη a°m · (2) 
τη 

e is the energy spacing between levels and the operator ο)στη {αστη) creates 
(annihilates) one-particle states denoted by {σ, m}, where σ = 1,2 is the 
index associated to the upper (2) and lower (1) levels and m — 1, . . . , 2Ω 
reads for the substates of each shell. 

The operators Aj., Ασ and Νσ obey the SU(2) algebra. Exact eigenvalues and 
eigenvectors are obtained by a diagonalization in the basis 

\k,n — k) = 
{Q-k)\{n-n + k)\ 4t*4t("-*>U\ (*\ 

Μ *!Ω!(η-*)!Ω! A l ^ l 0 ) ' ( 3 ) 

where Αχ | 0) = 0, 0 < A; < η and 2n = Ν is the number of fermions. The 
non-vanishing matrix elements of H are written 

(k', n-k' \H\k,n-k) = e{n- 2k)ôk,,k 

-G{k(Q -k + l) + {n-k)(ü-n + k + l))ôk>,k 

-Gy/(k + l)(n - Α)(Ω - £)(Ω - η + Λ + l)4',fc+i 

-Gy/k{n - fc + 1)(Ω - /e + 1)(Ω - η + fc)<5*',*-i • (4) 

5.ί.ί Ttoe ΑΡΑ Approximation for monopole pairing vibrations 

The solutions given by the Random Phase Approximation (RPA), for the spec­
trum of H in the normal phase, can be written in terms of addition (a) and 
removal (r) one-phonon operators. For brevity, we shall introduce the equa­
tions for the addition modes (similar equations are obtained for the removal 
mode by replacing particles by holes). Thus 

I t = Xa 4 « Ya 4 , (5) 

The harmonic version of H in the phonon basis is obtained from the commu­
tator 

[H,T{] = W e r t , (6) 

with the eigenvalue ωα = e*/l — Sjk-
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The forward (X) and backward (F)-going amplitudes are written as 

X . = ^ , Ya = ^ , (7) 

with Λ. = -$&.. 
\/ωα/<: 

3.1.2 The RPA Approximation in the Superfluid Phase (QRPA) 

After applying the BCS transformation the Hamiltonian H, (1), is written as 

3 ij 

Δ ij 

+s/äGY,UiVi(u) - v])(A)Ni + NiAj) 

υ 
-G^UiViUjVjNiNj , (8) 

y 

The quasiparticle energies {E\ = E2 — E) and the pairing gap parameter (Δ) 
are given by 

E = ÜG and Δ = Ω<^ 1 - ( ^ ^ ) 2 

ÌÌG 

respectively. The BCS occupation factors are defined by 

1 L (Φ) 1 /, (c/2) 

while the operators A*, Ασ and Νσ of (8) are the same as in (2) but written 
in terms of quasiparticle creation and annihilation operators. These equations 
are correct at leading order in the parameter Ω. Self-insertions in the unper­
turbed quasiparticle term are neglected as well as the self-energy corrections to 
quasiparticle and phonon energies due to the quasiparticle-phonon coupling. 
These contributions are of lower order in Ω and for the schematic Hamiltonian 
(1) the omission of these corrections will not affect the QRPA or the RQRPA 
results in a significant manner. 
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3.1.3 The Renormalized RPA 

The effect due to ground state correlations, upon the RPA (and QRPA) ampli­
tudes and eigenvalues was studied by Hara and applied to the RPA treatment 
of monopole excitations by Catara et al. [12]. By scaling the pair creation 
operators A^, in the normal phase, 

4 = Ö;1 / 2 AI , (9) 

the Hamiltonian (1) is written 

# = | ( J V 2 - i V i ) 

-GCi(y[D2Ät + V ^ 4 Ì ) ( \ / ^ 2 + ν / Ϊ Μ ι ) - (10) 

The factors D should be determined self-consistently. The renormalized RPA 
equations, which define the scaled phonon creation operator (and similarly for 
the removal one-phonon operator) 

ft = xa Ät - Ϋα Ä\ , (11) 

are written as 

(e - QGD2 - ώα)Χα - ÇlG^DlD2 Ϋα = 0 , 

-ÜGyjD1D2 Χα-{e- ÜGDX + ωα)Ϋα = 0 , (12) 

with 

Di = — ^ , D2 = — 1 ^ . 
1 + Ya 1 + Yr 

It implies that self-consistency can only be achieved by treating both the 
addition and removal modes simultaneously. The above structure, for the co­
efficients D, does not include an additional dependence on single-particle oc­
cupation numbers. These occupation numbers are calculated in the correlated 
ground state and they appear in the definition of the RPA (QRPA) metric. In 
the so-called self-consistent approach the right hand side of the QRPA (RPA) 
matrix equations includes a diagonal matrix with matrix elements defined by 
the ground state expectation values of the number operator, for each single 
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particle level. In this form, the local variation of the central single-particle 
density produced by phonon excitations is the source of RPA density fluc­
tuations. However, and in the contexts of the present approximations, these 
corrections are also of lower order, as compared to the RPA (QRPA) leading 
order terms. 

3.I.4 The renormalized QRPA approximation 

In this approximation the phonon operator reads 

ft = Χ{λ\ - λ\) - Y(Ä2 - At) , (13) 

After the renormalization given in (9) is applied we have obtained the following 
equations 

2{X2 - Ϋ2) = 1 , 

(2Ε-^Ό-ώ)Χ-^ΌΫ = 0, 

-^ΌΧ-(2Ε-^ϋ + ώ)Ϋ = 0, (14) 

with 

D = ^- . (15) 

As we have said above, these definitions are valid at leading order in Ω. Further 
corrections, to the single-quasiparticle occupation factors or to the quasipar-
ticle and phonon energies, produce the mixing of orders. 

3.1.5 The Dyson Boson Mapping 

For the adopted single particle basis, the fermionic operators Νσ,ΑΊ,Ασ can 
be mapped onto a bosonic (oj., ba) space which preserves the original SU(2) 
algebra, thus 

Λ/Ω4 = & Ϊ ( Ω - Ψ * ) ( = bl), 

λ/Ω A2 = ò2, 

νΩ3Ϊ = 6Ϊ(Ω-&ΪΜ(= Κ)· 

224 



VÖ, J4I = &I, 

Ni = Q-b\bi , 

with [bj,b\] = ôij, and Ax = A\. 

In this space, bra- and ket-vectors are given by 

\k,n — k) = 

(nfc| = 

(Ω - A ; ) ! ( Q - n + fc)! p<n-k)£t(n-*W j 

^ /c!Q! ( η - * ) ! Ω ! 

( Ω - Α ; ) ! ( Ω - η + Α:)!/η, ,(η-*),(Ω-*) 
Μ"ΐ!Ω! (n-k)M ( 0 ' 0 2 &1 

(16) 

(17) 

with 0 < λ < η. 

At leading order in powers of Ω, the matrix elements of the Hamiltonian are 
written 

{k',n-k' \H\k,n-k) = (2e{n-2k) 

-G[k(Q - k + 1) + (n - *)(Ω - η + fc + 1)])$*»,* 

-σΩ^Α + Ι ί ί η - ^ α - A)( i _ n ~ 0

f e

0 ~ 1 ) ^ , f c + 1 2Ω 

- 6 Ώ ^ ( η - * + 1)(1 - ^ ) ( 1 -

2Ω 
η — k 

2Ω )**, fc-l (18) 

5. δ Monopole Particle-Hole excitations 

The Hamiltonian of the Lipkin-Meschkov-Glick (LMG) Model 

H = Î A O - Î V ( A J + AÎ) (19) 

describes monopole particle-hole excitations in a two-level single-particle space, 
where 

K+ — Σ a2malm » 
m 

^ 0 = 2 Σ(α2τηα2ηι - Ûlmalm) 
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The exact solution of the model is obtained by considering the set of vectors 

\k) = ( 2 Ω * ) ! Κ * | φ ) , 0 < Α ; < 2 Ω , (20) 
\ k\(2Ù)\ 

\φ) is a pure fermion state obeying Κ-\φ) = 0. The non-vanishing matrix 
elements of H are 

(k'\H\k) = e(k - Ω) Sk,ik 

-\V\f& + 1)(* + 2)(2Ω -k){2Q-k- 1) 6VJt+2 

~Vy/k(k - 1)(2Ω - k + 1)(2Ω - k + 2) 4',fc-2 . (21) 

3.2.Ì 77ie ΑΛ4 Approximation in the LMG Model 

The one-phonon creation operator is defined by 

Γ+ = V2Q(X K+- Υ Κ.) . (22) 

and the corresponding RPA equation of motion yields the eigen-frequency 

u = tfZ (am:)2. 

3.2.2 The renormalization of monopole particle-hole excitations 

Introducing the scaling K+ = D~ll2K+, the Hamiltonian (19) can be written 
as 

H = eK0- \VD{K2

+ + K2_) (23) 

with the corresponding renormalized one-phonon operator 

f1 = Λ/2Ω(Χ K+ - Ϋ Κ J) , (24) 

The RPA equation of motion leads to the system of equations 

2Ω(Χ2 - Ϋ2) = 1 , 

(e - ώ)Χ - 2ÜVD Ϋ = 0 , 

-2ÜVD Χ - (e + ώ)Ϋ = 0 , (25) 
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where D — 1/(1 + 2Ϋ2). Also here we have omitted the inclusion of monopole 
corrections to the single-particle energies, as well as additional corrections to 
the D factors given by higher powers of Y in (21). 

3.2.3 Boson Mapping of the LMG Hamiltonian 

The fermionic operators K0, K± can be transformed onto a boson (ò*, b) space 
which preserves the original SU(2) algebra 

K+ = tf{2Çï-tfb) {= Ü) 
K-=b 

K0 = tfb-n 

with [b, 6+] = 1. 

In this space the bra- and ket-vectors are given by 

(26) 

1 * ) = ^ 

(k\= y 

<*>-*>* S» |0) 

(2Ω-*)! k 

*!(2Ω)! K ' ' 

with 0 < k < 2Ω. 

The non-vanishing matrix elements of H are 

(k'\H\k) = ekôk,,k 

- Ì V y ^ - Χ ) ( 2 Ω - fc + Χ ) ( 2 Ω - fe + 2) 4',fc-2 · 

(27) 

(28) 

This result is the same as the one obtained in the exact treatment of the 
model. 

To leading order in Ω, the matrix elements of the Hamiltonian are given by 

(k'\H\k)*ekôk,,k 

- VÜyJ{k + l)(k + 2) δ* 

- Vüyjkik - 1) δν*-2 · 

fc+2 

(29) 
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3.3 Quadrupole particle-hole excitations 

To complete the study of the approximations described above in Sees. 3.1 and 
3.1 we shall introduce the separable quadrupole-quadrupole interaction 

H = Ho + Hint > 

H0 = Y/EjNj, 
3 

Hint = -92 Σ Plp^ + *2 Σ Ql*Q*ß > (3°) 
μ μ 

where Ν is the quasiparticle-number operator and 

Ρ2μ=Έ P2Ülj2)(Uj1Uh Α\μ - VjlVJ2 Aft) , 
31,32 

Q I = E * 2 Ü ' I , J 2 ) ( 4 M + % ) ) (31) 
31,32 

are two-quasiparticle components of the particle-particle and particle-hole 
quadrupole operator. The notation is given in [24]. It should be noted that 
quasiparticle states are taken as a crude representation of the mean field and 
that self-consistent corrections to the single particle (or single-quasiparticle) 
energies originated in the vacuum expectation value of the quadrupole opera­
tor are not considered. The lack of self-consistency introduced in this fashion 
will not affect the main trend of the renormalized results, as compared to the 
exact solutions. As in Sees. 3.1 and 3.2 the present discussion is restricted to 
the analysis of leading order effects. 

Since an exact solution of the pairing plus quadrupole Hamiltonian in more 
than one shell cannot be formulated in terms of generators of a given algebra 
we shall restrict the analysis of the solutions to the one-shell limit. For this 
case (N active particles outside a core) 

#int = #22 + #40 , (32) 

where H22 and H±o are the two and four quasiparticle terms of the Hamilto­
nian. Realistic values of the corresponding effective coupling constants #22 and 
<74o, defined by 

022 = «2 I *2 Ρ - 2 92 I PS Ρ (W4 + V4) , 

040 = «2 I h I2 + 92 I P2 I2 A 2 , (33) 
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are obtained by fixing #22 = 0 and consequently 

,4 1 „4 

K2 = 
g2 it + ν 

2„2 
(34) 

ιτυ 

With this set of parameters the Hamiltonian (30) reduces to the familiar form 

Η = Σ EJNJ+^ Σ ( 4 μ 4 : + % A « J · ( 3 5 ) 

Z μ 

which becomes linear in the quadrupole-phonon basis, by applying the QRPA 
transformations. The solution for the corresponding QRPA eigenvalue is writ­

ten ω = 2£\/l - (*£)' 

5.5.Î RQRPA of the quadrupole-quadrupole interaction 

Introducing the scaling (9) at the level of the two-quasiparticle operator Α2μ 

the Hamiltonian of (35) is written 

Η = £iV + 540Ì Σ ^ ( ^ f c + % 4 μ ) ^ μ

/ 2 · (36) 

Thus, the RQRPA leads to the system of equations 

v-2 _ γ2 -ι 
μη ·* μη -1 ' 

(2£ - ώη)Χμ η - 2̂ 40 A Ä » = 0 , 

294θΟμΧμη- {2Ε + ώη)Ϋμη = 0, (37) 

for the renormalized amplitudes. The validity of these equations is restricted 
by the same considerations following (12), of Sec. 3.1. 

3.3.2 Dyson Boson Mapping of the quadrupole Hamiltonian 

It is performed by introducing the boson mapping 

Ά2μ — &2μ 2s 12μσΜσ

 DpMpDvMu

DoU„ \ ~ &2μ ) •> 
pMpvMuvMe 

Α2μ = Β2μ , 

<V = Σ ^2μσΜσΒρΜρΒσΜσ , (38) 
ρΜρσΜσ 
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with [ΒΡΜρ,ΒσΜσ] = άρσΟΜρΜσ-

In the present case the underlying algebra is given by the SO (2Ω) represen­
tation defined by the commutators 

[•Α-2μι A2v\ — ®μν ~ 2αμν , 

{Ν,Α2μ} = -2Α2μ, (39) 

Vectors in this space are defined by 

Μμ))=Ν(Ημ))Ε$μ)\0), 

(k(ß)\=N(k(ß))(0\Bk
2^ , (40) 

the normalization factor N(k(ß)) reads 

N(k(ß)) = . l , (41) 
y/k(ß)\ü(Q - /(μ))... (Ω - (*(μ) - tUm 

with /(μ) = ψΧΧ and 0 < k < Ω (k = Σμ Κμ)). 

The non-vanishing matrix elements of Η are 

(k'\H\k) = 2EkSv,k 

-540 Σ ν'(Μμ) + 1)(*(-μ) + 1) 

Χ ^(Ω - *(μ)/(μ))(Ω - * ( - μ ) / ( - μ ) ) 

Χ <^'(μ),Α:(μ)+ΐ4'(-μ),Α(-μ)+1 

•Ρ4ο Σ yjk(ß)K-ß) 

χ ^(Ω - (*Μ - 1)/(/ζ))(Ω - (*(-/*) - 1)/(-μ)) 

Χ ^'(μ)Λ(μ)-1^'(-μ)Λ(-μ)-1 · (42) 

We shall now present the results of the calculations, for the excitation energies 
and transition matrix elements of relevant operators, performed within the 
different approximations introduced above. 

The exact results, for the case of monopole pairing vibrations, have been 
obtained by adopting the parametrization Ω = 20, Ν = 40 and e = 1, for 
the shell degeneracy, the number of particles and the energy spacing between 
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levels, respectively. For the case of monopole particle-hole excitations, the 
adopted values are Ω = 4, Ν = 4 and € = 1. The conclusions extracted from 
the present results will be limited by the schematic nature of the interactions 
which we have used to calculate RQRPA(RRPA) quantities. By the other hand 
the results have been consistently obtained at a given order in the expansion 
parameter Ω. 

Before presenting our results we would like to comment, briefly, on some of the 
existing results of the RRPA (RQRPA). Let us concentrate first on the effects 
which we have consistently neglected in our calculations, like self-insertions 
and self-energy corrections to single-particle and phonon energies and the self-
consistent coupling between the mean-field and the residual interactions. It is 
indeed true that the strength of the residual interaction should be fixed in 
a consistent manner. It will depend always on the single-particle basis and 
the renormalization of the couplings will also be a function of the number of 
single-particle states and their energies. In realistic situations single-particle 
properties, i.e. the sequence and density of levels around the Fermi surface, 
pairing properties and vibrational properties in double-even- and in double-
odd-mass nuclei, depend upon each other. In principle, for a given two-body 
interaction and in a given single-particle basis, the HF mean field can be 
solved and the corresponding residual interactions can be treated consistently. 
In other approximations, the mean field is represented by empirical single-
particle or quasi-particle levels taken from odd-even-mass and even-odd-mass 
nuclei and their mass differences and the strength of the residual interaction is 
fixed by reproducing the energy of the first excited state of the corresponding 
even-even- or odd-odd mass nuclei. This procedure leads to non-consistent 
couplings. In this respect, the removal of the spurious dipole state by selecting 
a suitable strength at the RPA level of approximation is a good example. 
For schematic Hamiltonians the contributions of single-particle and phonon 
degrees of freedom can be ordered in powers of the shell-degeneracy Ω. In this 
respect the RPA is a theory of small amplitude vibrations around the minima 
given by the single-particle mean field. Both the single particle or quasiparticle 
energies and the RPA (QRPA) energies are of order Ω and the couplings are 
of order (1/\/Ω). Self-insertions in the quasiparticle energies (i.e. gv*) and the 
self-energy corrections due to the coupling to phonon states are of lower order. 
For large values of Ω these corrections can be neglected. Of course, for realistic 
situations they can affect the energy spacing between states above and below 
the Fermi surface. 

For the cases which we have discussed, we have consistently worked at leading 
order in Ω to avoid the additional complications of mixing-orders and over-
completeness. The inclusion of self-insertions and self-energy corrections, both 
to the fermions and phonons, will certainly change the point where the RPA 
collapses and the point where the renormalized RPA shows a departure respect 
to it. In schematic situations, like the situations discussed in the text, the 
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Fig. 1. Results corresponding to monopole particle-hole excitations in different ap­
proximations as a function of g = 2Q.V. (a) The excitation energy of the first excited 
state (ωχ) shown in the inset, (b) The matrix elements of a monopole particle—hole 
operator [12] which induces transitions between the ground state and the first ex­
cited state, (c) The contributions to the monopole energy weighted sum-rule are 
shown in the inset. Representation of both the exact result and the result of Dyson's 
boson mapping to all order (solid curve); the RPA (QRPA) result (long-dashed line); 
the result based in Dyson's boson mapping at leading order in Ω (short-dashed line), 
and the results of the RRPA (RQRPA) (dotted line) 

overall trend remains unaffected. From the published evidence we see that 

this kind of procedure, which for schematic models does not reproduce the 

exact solution either, does not work beyond the RPA-phase transition point, 

as shown by Delion et al. 

The results shown in Fig. 1, which correspond to monopole particle-hole ex­

citation in the LMG model, do indeed reproduce the results of Catara et al 

[12] concerning the value of the energy of the first excited state. This figure 

shows the characteristic collapse of the RPA eigenvalue at a certain critical 

value of the coupling constant g = 2ΩΤΛ By using the renormalized RPA 

method the collapse (i.e. w —• 0) is avoided, a trend which is also shown by 

the exact solution. The solution obtained by using Dyson's boson mapping 

at leading order is indeed very similar to the RRPA solution. However they 
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Fig. 2. Monopole pairing vibrations. Energy, matrix element of the two-particle 
transfer operator and contribution to the energy weighted sum rule, for transitions 
connecting the ground state and the first excited one-phonon state, (a) Excitation 
energy of the first excited state given by the different approximations, as a function 
of the coupling constant g = ÇiG. (b) Square matrix element of the two-particle 
transfer operator corresponding to the transition from the ground state to the first 
excited one. (c) Contribution to the energy weighted sum rule for the same tran­
sition. The results are displayed with curves that follow the convention used in 
Fig. 1 

are still very different from the exact solution, for values of g larger than the 
critical value (gc = 1) of Fig. 1. From these results one may be tempted to 
conclude that the RRPA method works fairly well, in spite of the fact that 
the RPA, RRPA and exact wave functions of the first excited state look very 
different, as it can be seen from the curves of Fig. lc. One interesting feature 
of these curves is the fact that the Dyson boson mapping method at leading 
order and the renormalized RPA yield comparable results around gc but both 
approximations differ strongly from the exact solution. 

The behavior of the approximations in the vicinity of a phase transition is 
better illustrated, perhaps, by the case of monopole pairing vibrations. The 
well known separation between the normal and superfluid phases, as a function 
of the pairing coupling constant, is exhibited by the results for the energy of 
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Fig. 3. Results corresponding to quadrupole Excitation Energy and Transition Ma­
trix Elements, excitations in different approximations and for different values of 
g = Ω(?4ο. (a) The excitation energies shown in the inset, (b) The transition matrix 
element of the quadrupole operator, for transitions between the ground state and 
the first excited state, (c) The contributions to the energy weighted sum-rule shown 
in the inset. The results are displayed with curves that follow the convention used 
in Fig. 1 

the first excited state, as shown in Fig. 2a. The curves look very familiar and 
the discrepancy shown by the renormalized RPA(QRPA), as compared with 
the exact solutions, is evident. While the RPA(QRPA) produces a zero-energy 
eigenvalue at gc = 0.5 (for this case g = QG) the results of the renormalized 
approximations cross the critical point without vanishing. In fact, the results 
of Dyson Boson Mapping are better than other approximations, as compared 
with the exact results. Again in this case the strong differences between exact 
and renormalized wave functions at each side of the phase transition point 
are reflecting upon the dependence of the contributions to the sum rule (for 
transitions induced by the two-particle transfer operator, Fig. 2c). 

Finally, the results corresponding to quadrupole excitations in a single shell, 
for the various methods discussed in the text, are shown in Fig. 3. The features 
of the solutions, for this case, are very much the same as those of the previous 
cases. The fact that the renormalized wave functions and the exact ones are 
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different is shown clearly by the curves of Fig. 3c. 

The renormalization technique of Hara, as formulated by Catara et al. [12], was 
used to treat two-particle and particle-hole multipole excitations in schematic 
models. Although the eigenvalues obtained with the RRPA (RQRPA) are sim­
ilar to the eigenvalues given by the exact and standard RPA(QRPA) methods, 
the renormalization procedure seemingly fails in reproducing the wave func­
tions. The strong departure from the exact wave functions across and passing 
by the point where the RPA(QRPA) collapses, suggests that the renormal­
ization method may not be able to account correctly for the correlations in­
duced by the Hamiltonian. Obviously, these conclusions are limited by the very 
schematic structure of the models so far considered but it is worth to mention 
that the differences between the standard and renormalized RPA and exact 
solutions, may depend upon each Hamiltonian. While the agreement between 
exact and renormalized results, for the eigenvalues, is good for some cases, 
like the case considered in [12], they are not so good for other cases, like for 
monopole pairing and quadrupole excitations. Particularly, the crossing of a 
phase transition point, as shown in the case of pairing vibrational modes is 
a warning about the use of the renormalization technique in more realistic 
situations. 

As seen from the results shown in this section it appears that the renormaliza­
tion procedure seemingly works correctly in the regions where the naive RPA 
also works, that is in the region before the collapse, but it is also seen from the 
above results that a departure from the exact results is observed even in this 
region. As said before, the difference between exact and renormalized methods 
may also depend on the particular Hamiltonian used in the calculations. These 
features may also suggest that in actual applications of the renormalized RPA 
approach to realistic cases the question about its validity nearby a transition 
point still deserves to be discussed. 

4 Collective description of nuclear double beta decay transitions 

Here we shall adopt an alternative description based on the fact that the the 
zero-energy state is a consequence of the breakdown of the isospin symmetry 
implicit in the (separate) neutron (n) and proton (p) BCS solutions [2]. The 
procedure has been presented in [33], for the case of rotational degrees of 
freedom, and we shall briefly describe here its use for the case of isospin 
collective and intrinsic variables. Details can be found in [40]. 

The corresponding Hamiltonian is 
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H = Σ (β,τ, - gvStSv) - \g±.SlSL (1) 

where 

^« — A^ Ci;mcvm > *-Ί. ~ 2-~i \Cpmcnm Τ cnmCpmJ > 
m>0 m>0 
1 1 

TA = τ( r P + rn) ; ro = 2^Tp ~ Tn^ ' I7"1"'Tll = r° ' 

TA = ì ( T p + T n ) ; T0 = ì ( T p - T n ) ; pfc,TJ = -Τ« . 

The introduction of collective degrees of freedom is compensated through the 
appearance of the constraints 

r 2 - T 2 = 0; (z = n , p , ± l ) , (2) 

which express the fact that we can rotate the intrinsic system in one direction 
or the body in the opposite one without altering the physical situation [33]. 
Physical states should be annihilated by the four constraints and physical 
operators should commute with them. 

The collective Hilbert space appropriate for an isospin conserving pairing in­
teraction was originally introduced in [2], [34], [35]. The states may be labeled 
by the four quantum numbers (Γχ,Τ, m, k), where TA is the total number of 
pairs of particles. Here we substitute M, T0 (the isospin projections in the lab­
oratory and intrinsic frames) by the quantum numbers m = | ( T 4- M) and 
k s | ( T + To), respectively. We focus on states such that m <C Τ and k = 0. 

Non-physical violations of the isospin symmetry are allowed in the intrinsic 
frame. Such frame may be defined by the condition S± = 0, where the bar 
denotes the g.s. expectation value [35]. This condition is precisely satisfied by 
performing the usual separate Bogoliubov transformation for protons and neu­
trons. The rotations in isospace and gauge space restore the symmetries which 
are present in the laboratory frame. Thus the np-pairing becomes effectively 
incorporated, as well as the pairing between identical particles. 

However, as different from previous cases where collective coordinates have 
been used, we are dealing here with an interaction which does not conserve 
isospin. Namely, the Hamiltonian is not generally an isoscalar. As in most 
collective treatments, physical isotensor operators must be transformed from 
the laboratory frame to the intrinsic frame. In the case of the single-particle 
and pairing Hamiltonian this procedure yields: 
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H^ = eArA + eo(Dl

OQT0 + D^n + D1^) , 

fiSSi = -5o(5p

+5p + Sn+Sn + istSj.) , 

#pa1ir,l = ~9l DooiSp Sp — Sn Sn) 

< ϊ , 2 = -92{D2

00(S;SP + StSn - S+S±) 

-]fllD2

01(sisn - s;s±) + sfafâs, - s:s±)] 

+V6(D0
2
2Sp

+5n + DfeSZSp)} . (3) 

Here the subindices 0,1,2 on the l.h.s. denote isoscalar, isovector and iso-
quadrupole components, and 

€-A ~~ &p "τ" &n ι ^ 0 = : &p ^n 7 

9p+9n + 9± 9p - 9n 9p + 9n~ 2#± 
9o — ö ' 9i — — 2 — ' 92 ~ ë " 

It is easy to verify that the four components of this Hamiltonian commute 
with the constraints and are therefore physical operators. 

Up to now the Hamiltonian together with the constraints constitute an exact 
reformulation of the original problem, since the introduction of additional col­
lective coordinates is compensated by the presence of the constraints. Systems 
of this type can be treated in a perturbative way within an expansion given by 
the inverse order parameter 1/SV, for instance through the BRST procedure 
[36], as applied to many-body problems in [33], and to the particular case of 
high angular momentum in [37]. There is, however, a new feature in the present 
case, namely the presence of the rotational matrices D^v in the Hamiltonian. 
This extra complication can be overcome by means of Marshalek's general­
ization of the Holstein-Primakoff representation [38], which is amenable to an 
expansion in powers of T"1. In what follows we will keep only the lowest order 
terms in such an expansion, assuming 0(SV) = Τ and 0{gv) = T - 1 . 

Such terms include the two (pp and nn) pairing Hamiltonians in a single j-shell 
CvTv — 9vSySVi which are separately treated within the BCS approximation. 
In doing so, Lagrange multiplier terms — λν(τυ — Tv) have to be added. This 
treatment yields the independent quasi-particle energies Ev = \£lgv, where Ω 
is half the value of the shell degeneracy. 

The spectrum of the system is ordered into collective bands, each one carrying 
as quantum numbers the total number of particles and the isospin (X < TA)· 
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The properties of these bands are obtained by adding the remaining leading 
order terms in to the independent np quasi-particle energy terms. To leading 
order in T~l 

Η = ]Π [evTv - gvSv) , 

. Si / c 2 C2^ _J_
 3 # 2 Co1

 JL -Q2\ ud = e0 + — (5 p - S J + -jTl^p + bn) , 

< r ^ , r - 2 , m - 2 | i i 2 | T ^ T , m ) = - ^ S p S n ^ m ( m - l ) ) , (4) 

plus null terms. The boson creation operator S increases in one unit the value 
of m [38]. 

The energy of the band head is given by the BCS expectation value H. The 
different members of each band are labeled by the quantum number m and are 
separated by the distance u^, which includes the difference between the proton 
and the neutron single-particle energies e0. Our strategy has been to restore 
the number of particles TA and the isospin Τ as good quantum numbers and, 
within such a basis, to construct the interband interaction H2, which allows 
for the possibility of double-beta decay. In such a way we have been able to 
disentangle the physical isospin violations from the unphysical ones. 

Both within the simple model or in the realistic case, the τ±\ mode disappears 
from the final physical Hamiltonian to become part of the constraints. This 
is precisely the (unrenormalizable) phonon that yields a zero frequency root 
for isoscalar Hamiltonians within a naive RPA [32]. From the practical point 
of view it is as if this (unphysical) RPA boson becomes substituted by the 
collective boson rf+, d, which is well behaved in the limit of zero frequency. 
In realistic cases this structure is also maintained, but superimposed to the 
excitations of the other (physical) RPA modes. This substitution also becomes 
apparent in the expression for the strong current that appears in the weak 
Hamiltonian, which is proportional to the isospin operator, namely 

β. = -V2r^h) = - V ^ D ^ n + Dl

1Qr0 + D\T) 

% V2Td+ + null operator . (5) 

From the point of view of the expansion in powers of T" 1 , the interband in­
teraction H2 is of the same order (0(1)) as the distance between the states 
that are mixed by it. Nevertheless, in the following we continue applying per­
turbation theory by requiring that \g2\ < gv-
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Let us proceed now with the discussion of some calculations. The results are 
presented in [40]. As shown there, we predict the exact results for #2 = 0 and 
very satisfactory ones for the other values, in spite of the fact that for these 
results we have neglected the interband interaction. The matrix element of 
double beta decay transitions, which for the present case correspond to pure 
Fermi transitions (cf. [32]), is proportional to the product of the two matrix 
elements 
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Fig. 1. Excitation Energy and Transition Matrix Elements. Exact (solid lines) and 
perturbative (dotted lines) results for the excitation energy (upper boxes) and tran­
sition matrix elements M\ and M2 (lower boxes) corresponding to the two different 
sets of parameters (j = 9/2 and j — 19/2). The results are taken from [40] 
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M2 = (TA,T-2,0\ß-\TAiT,l) 

2y/T{TAìT-210\H2\TAìTì2) 

H(TAtT,2)-H(TAiT-2,0) 
(6) 

These matrix elements are displayed in the lower boxes of Fig. 1. The expres­
sion for the interband matrix element does not distinguish whether the r.h.s. 
should be calculated for the initial or the final value of T, since it is valid for 
Tg2l. Therefore, the effective interband matrix element has been chosen as 
the gè ed 
bands. 

> 
CD 

g2/g 

g2/g 

Fig. 2. Matrix elements for Fermi double beta decay transitions calculated in the 
Quasiparticle Random Phase Approximation (QRPA), the Renormalized Quasipar-
ticle Random Phase Approximation (RQRPA) and in the perturbative treatment 
presented in [40]. Exact results are shown also and the calculations have been per­
formed in one single j-shell 
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Figure 2 displays Fermi double beta decay matrix elements, corresponding to 
transitions from the initial to the final ground states. It has been calculated 
using the expression 

. . MiM2 ,-i 

Wd + Δ 

where the energy released Δ is taken to be 0.5 MeV, as in [32]. In addition 
to the exact and perturbative values of these matrix elements, we have in­
cluded in Fig. 2 the results obtained by using some other approximations. 
The exact result shows the suppression of the matrix element around the 
point where the strength of the np symmetry breaking interaction approaches 
the value of the fully symmetric interaction. This result is reproduced both in 
the naive QRPA and in the perturbative approach. The other approximation 
badly misses this cancellation. A detailed comparison between the results of 
exact, naive QRPA and renormalized QRPA (RQRPA) calculations can be 
found in [32]. It is worth to note that in the perturbative approach the corre­
sponding sum rule (Ikeda's sum rule) is exactly observed. This is not the case 
of other approaches, as the RQRPA. The perturbative approach, as seen in 
Figs. 1 and 2, not only reproduces exact results very satisfactorily but it also 
gives some insight about the mechanism responsible for the suppression of the 
matrix elements. As found in the calculations, the value of the matrix element 
M2 depends critically on the strength of the physical symmetry breaking term 
Ή.2- On the other hand, the values of M\ are not very much dependent on this 
interaction. Finally, it should be observed that the point where the excitation 
energy vanishes and the point where the symmetry is completely restored are 
different (Fig. 1). This result, also obtained in the exact diagonalization of the 
full Hamiltonian, cannot be reproduced by other means as shown in [32]. 

In conclusion, it is found that a correct treatment of collective effects induced 
by isospin dependent residual interactions in a superfluid system is feasible: 
physical effects due to the isospin symmetry-breaking terms in the Hamil­
tonian are obtained even in the presence of the BCS mean field built upon 
separate proton and neutron pairing interactions. The interplay of intrinsic 
and collective coordinates guarantees that the isospin symmetry is restored 
and that spurious contributions to the wave functions are decoupled from 
physical ones. Particularly, the problem of the instabilities found in the stan­
dard np QRPA are avoided by the explicit elimination of the zero frequency 
mode from the physical spectrum (but keeping it in the perturbative expan­
sion). The appearance of this mode cannot be avoided by the inclusion of 
higher order terms in the QRPA expansion or by any other ad-hoc renormal-
ization procedure, like the RQRPA, once the BCS procedure is adopted for 
the separate treatment of pp- and nn-pairing correlations [32]. 
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