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Abstract The *U(n,f) cross section has been measured by using a Micromegas detector assembly,
at incident neutron energies of 14.8, 16.5 and 17.8 MeV, where only a few available discrepant data exist
in literature leading to poor evaluations. The *>U(n,f) and ***U(n,f) reactions were used as reference ones.
The actinide targets and the Micromegas detectors were placed in a chamber filled with a Ar:CO: gas
mixture at atmospheric pressure. The quasi- monoenergetic neutron beams were produced at the 5.5 MV
Tandem Accelerator Laboratory at the National Center for Scientific Research “Demokritos”
implementing the SH(d,n)*He reaction. In addition, a-spectroscopy measurements were performed for the
determination of the samples’ active masses and the corresponding impurities. Due to the fact that the
monochromaticity of the neutron beams was affected by parasitic reactions with the materials of the
experimental area, as well as from the beam line itself, a detailed study of the neutron spectra was carried
out by coupling both NeuSDesc and MCNP5 codes. Monte-Carlo simulations were also performed by
using FLUKA and GEF codes for the estimation of the fission fragments detection efficiency. Finally, a
methodology is introduced for the compensation of the parasitic neutron contribution to the experimental
fission yield, which can be applied in facilities without time-of-flight capabilities.
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INTRODUCTION

The accurate knowledge of neutron induced fission cross sections of actinides leads to the optimization
of the design of new generation reactors as well as Accelerator Driven Systems (ADS) [1,2]. Especially
24U, is involved in the Th/U cycle (where it builds up from neutron capture in ***U) which is proposed
to replace the Pu/U one in ADS and Generation-IV reactors.

Concerning the experimental data for the ***U(n,f) cross section, several datasets exist in literature,
however, for neutron energies between 14 and 18 MeV, there are only 7 datasets [3-9] that present
significant discrepancies (12-60%). Therefore, the purpose of this work was to lessen the
aforementioned discrepancies and apart from that, to complete the meauserements of the ***U(n,f)
reaction over a wide energy range by combining the present project with two previous ones published
by A. Tsinganis et al. [10] and A. Stamatopoulos et al. [11]. The final data of the present work have
been submitted in the proceedings of the 2019 International Conference On Nuclear Data for Science
and Technology (May 19-24 2019, Beijing, China), and they are going to be published on EPJ Web of
Conferences during 2020. However, details of this work on the a-spectrosopy measuremets and on the
MCNPS5 simulations that are not mentioned in the aforementioned publication, will be presented in this
one.
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DETERMINATION OF THE SAMPLE MASSES

In every cross section measurement, the accurate determination of the number of the target nuclei
of the samples that are going to be used is of great importance. In the present work, **U and **U
samples produced at the IPPE (Obninsk) and JINR (Dubna) with the painting technique were used for
the fission cross section measurements. They are actinide disks (5 um thickness, ~ 5.2 cm diameter)
deposited on a 100 um Al backing [10, 11]. In the front side of the samples (which is going to be
measured with the micromegas detector) aluminum masks were placed (0.6 mm thickness, 5.0
diameter) so that all the samples have the same dimensions (see Fig. 1). In the case of 2**U, the Al mask
was also useful in order to reduce the high counting rate.

Figure 1. An actinide sample, along with its aluminum mask.

In order to determine the active mass of all samples along with the corresponding impurities, a-
spectroscopy measurements were performed at the Nuclear Physics Laboratory of the National
Technical University of Athens. The measurement was performed by using a silicon surface barrier
(SSB) detector, of 6.2 cm diameter, in a vacuum chamber (~10* atm) and the experimental setup is
presented in Fig. 2. A typical spectrum of the ***U sample is shown in Fig. 3.

Figure 2. The vacuum chamber in which the &—spectroscpy was performed. The pre-amplifier (1), the silicon
detector (2), the actinide sample (3) and the vaccum pump (4) have been marked.
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Figure 3. 4 typical spectrum of the a-activity emitted from the ***U sample. Apart from the main a-peak at ~4.8
MeV, some other peaks also exist that are attributed to several daughter nuclei (the origin for each one of them
is marked), due to the decay chain of **U. However, these impurities were found to be much less than 1% of the
total active mass.

For each isotope, the activity is given by the following expression:
C=21-N (1)

where A is the decay constant of the radioactive nucleus and N is the number of the actinide nuclei in
the sample.

However, in the present measurements, an extra correction was needed, which was of crucial
importance for the reliability of the results. That is the correction for the solid angle of the
measurements. The dimensions of both the detector and the samples, along with the distance between
them ((0.10+0.05) cm), had to be accurately determined in order to estimate the solid angle (2.
Therefore, the number of the nuclei of the actinide samples were finally estimated by the following
relation:

N =Co- @)

where Cj, is the activity of the samples, which was determined experimentally (counts/sec) and {2 is
the solid angle that was determined by means of the SACALC code [12].

NEUTRON IRRADIATIONS

The cross section measurements were performed at the 5.5 MV Tandem T11/25 Accelerator
Laboratory of NCSR “Demokritos”. The quasi-monoenergetic neutron beams were produced via the
*H(d,n)*He (D-T) reaction, using a solid Ti-T target of 373 GBq activity, which consists of a 2.1 mg/cm?
Ti-T layer (25.4 mm in diameter) on a 1 mm thick Cu backing (28.5 mm in diameter). Due to the D-T
cross section, the neutron production increases for decreasing deuteron energy. Nevertheless, the lower
the deuteron energy, the lower the intensity of the deuteron beam coming from the accelerator.
Therefore, a compromise was made by placing two successive Mo foils (5 um each) so that the deuteron
beam impinges on the Mo foils, it looses a part of its energy in them and then it reaches the Ti-T target
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with a lower energy and consequently with a higher probability to react with the target atoms.

MONTE-CARLO SIMULATIONS FOR THE NEUTRON FLUX

In order to study the neutron beam and to estimate:
- The neutron energy uncertainty,
The solid angle effect in the neutron flux from one sample to another,

(# Neutrons per cm?)

Main neutron energy peak

The ratio:

= which is necessary in order to
(# Neutrons per cm?)prom the whole energyrange fpar ’ Ty

correct for the low energy parasitic neutrons contribution in the fission yield,
the NeuSDesc [13] and the MCNP5 [14] codes were implemented.

For the NeuSDesc software, the following information was necessary:

- Reaction: T(d,n)4He, T/Ti target
Ion energy (keV): 1750, 2300, 2800
For the three irradiations at 14.8, 16.5 and 17.8 MeV neutron energy, respectively.
Ti, Li or LiF thickn. (ug/cm2): 2123.5
- T, D/Ti ratio: 1.543
Entrance foil: Molybdenum
Entrance foil thickness: 10000 nm
- # Simulated ions in SRIM: 1000
Customize sdef card settings: (x0, y0, z0) = (-0.305, 0, 0)

(Vx, Vy, Vz) =(1, 0, 0)
Properly adjusted in order to match with the geometry described in MCNPS.
Settings: # Directions: 90
# Point sources: 5

The number of angular intervals (so called “Directions”), multiplied by the number of evenly
spaced geometrical positions (so called “Point sources”) is limited in MCNP to 498, which is
adequate for a good neutron source description.

The output of the NeuSDesc is a detailed description of the D-T reaction, in which the deuteron
energy loss in the target and entrance foil have been taken into account. Moreover, the format of the
output is compatible with the MCNP code (sdef card) and therefore, it can be used as is in the MCNP
code.

Once the neutron source definition card (sdef) has been obtained using the NeuSDesc code, it can
be used in the MCNP5 code, in order to propagate the neutrons over the whole irradiation setup (Cu
backing, Al flange and other materials of the target assembly). The results of the MCNP simulations,
that were executed for 10® number of simulated particles (nps), give the neutron energy distribution for
each irradiation and they are presented in Figs. 4(a) — 1(c).

Concerning the estimation of the solid angle effect in the neutron flux for a reference (***U) and a
measured target (***U), the integral of the main neutron energy peak was determined for each of the

targets, by integrating the areas under the solid and dashed lines in Fig. 5, respectively. The ratio of
Neutron Flux 238 P238,

these two integrals < > corresponds to the effect of the solid angle (see also

Neutron Flux 234y ¢234U

Eq. (4) in “Analysis” section).
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Figure 4. Unnormalized neutron flux for the three irradiations at (a) (14.8 +0.3), (b) (16.5+0.3), and (c) (17.8
+ 0.2) MeV, as obtained by coupling the NeuSDesc and MCNP5 codes. The figures are focused on the main
neutron energy region, to highlight the FWHM of each neutron peak from which the neutron energy uncertainty
was estimated.
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Figure 5. (Left) The results of the MCNP5 simulation for the neutron flux with respect to the neutron energy in
both the reference (**U) and measured (**U) targets, for the irradiation at (16.5 + 0.3) MeV. As shown in the
schematic representation (Right), the U target was placed in front of the 3*U one, with respect to the neutron
beam.

During the irradiations, apart from the main energy neutrons, also some low energy ones exist in
the neutron spectrum. Such neutrons, can also be called “parasitic” and may stem from break-up
reactions, such as *H(d,np), *H(d,2n), *H(d,nd) etc, from reactions with '°C nuclei (‘*C(d,n)) that are
present due to the carbon built up process, from reactions with the materials of the beam pipes (i. e
'%0(d,n), due to oxidization processes) and also from scattering in the materials of the whole

2
(# Neutrons per cm )Main neutron energy peak

experimental area. In order to determine the ratio: 5 = foars
(# Neutrons per cm?)prom the whole energy range

which is necessary in order to correct for the low energy parasitic neutrons contribution in the fission
yield, the simulated flux over the whole energy range was needed. The simulated neutron flux with
respect to the neutron energy is presented in Fig. 6.
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Figure 6. The results of the MCNPS simulation for the neutron flux with respect to the neutron energy over the
whole energy range, for the irradiation at (16.5 + 0.3) MeV. The ratio of the integrals of the two indicated regions
(dark grey solid circle/light grey dashed square) is the aforementioned fyq,, which is necessary for the cross
section determination, see Eq. (4). The f,q, factor was of the order of ~0.8 and ~0.9, for the *U and **U

samples, respectively.

ANALYSIS

The cross sections were determined according to the following relation:

P238,; Ni2ssgy (fo'fDT'fabs'fcut'fpar'fline)234-u

0234;,; = 0238, " * -
u u D234y, Ni23ay (fo' fDT'fabs'fcut'fpar'fline)238U

“4)

where 0238, 1s the reference reaction cross section, @ is the neutron flux and N; is the number of the

target nuclei. In addition, N¢s is the number of the recorded fission fragments (ff) in the spectrum,
while the following five factors fpr, fabs, feuts fpars fiine are used to correct the ff integral (N s ).
The reference reaction cross section for the ***U(n,f) reaction (0238;) was adopted from the

ENDEF/B-VIIL.O library [15]. The number of the target nuclei (N;) was determined by means of the a-
spectroscopy measurements that were described in the first section above. As it was mentioned in the
previous section, the neutron flux ratio @23s;, /@234, was determined through Monte-Carlo simulations.

The Ny was determined by the integral of the ff peak in the experimental spectrum obtained using the

Micromegas detector (see Fig. 7). In order to correct for the dead time of the read-out system, the fpr

factor was used, which is given by the expression:
Real Time

fDT - Live Time (5)
where the real and live times correspond to the experimental measurement. In addition, the next two
correction factors, f,,s and f,¢, were both estimated though Monte Carlo simulations, by coupling the
GEF [16] and FLUKA [17] codes. The f,;s was used to correct for the absorption of ff in the targets,
while the f,; in order to correct for the rejected ff due to the introduction of the amplitude cut in the
analysis (see Fig. 7). This correction is necessary, since as shown in Fig. 7, in channels that lie lower
than the amplitude cut, apart from the a-particles, probably some ff have been recorded. If it wasn’t for
feut, these low-channel ff would be neglected. Moreover, both f,q, and fj;,. factors were used to

account for the contribution of low energy parasitic neutrons in the fission yields. The former was
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determined via Monte Carlo simulations by coupling the NeuSDesc and MCNP5 codes, as it was
mentioned in the previous section, while the latter was determined experimentally. More specifically,
each irradiation was repeated with the Ti-T target replaced by a Cu foil and therefore, all the recorded
ff attributed to parasitic neutrons from the beam line were estimated by normalizing to the deuteron
current of the main beam. The fj;,,, factor was defined by the following expressions:

X — (fo)Tritium
flme - (fo)TOtal (6)
(fo)Total = (fo)Tritium + (fo)Parasitic (7)
- . Qrritium
(fo)Parasitic o (fo)Cu TQ(iu ®)

where Q7 itium and Qc, are the total deuteron currents during the irradiations with the trittum and Cu
targets, respectively. The fj;,. found to be ~ 1, except for the case of the ***U target in the irradiation at
(17.8 £0.2) MeV, in which it was 0.93.

10° a-activity —Beam off |
: ---Beamon 1
10° ' , 1
I amplitude cut
] | ]
n 4 :
e 1l
8 1%y || N
] i f|SS|on fragments (ff) 3
10”4 [ y
2 3 i 3
3 | 3
10" ¥ WW’% '
100 . ll M W . Ihl :‘M " L . :
0 200 800 1000
Channel

Figure 7. Experimental spectrum of the *8U target obtained using a Micromegas detector. The black solid line
corresponds to the a-activity of the target (Beam off), while the red dashed one (Beam on) is the spectrum that
was obtained during the irradiation at (16.5 + 0.3) MeV. On the latter, apart from the peak of the a-background
activity, also the peak of the fission fragments is present.

RESULTS AND DISCUSSION

The neutron induced fission cross section was measured at 14.8, 16.5 and 17.8 MeV by using
Micromegas detectors. In order to correct for the contribution of low energy parasitic neutrons in the
fission yield, Monte-Carlo simulations were performed by coupling the NeuSDesc and MCNPS5 codes.
This correction (f,4r ) Was crucial for the accurate determination of the cross section and therefore, the
results are presented before and after this correction in Fig. 8, along with previously exisiting data [18]
and evaluation libraries [15].

The final values (red points) at 14.8 and 17.8 MeV are in excellent agreement within their errors
with previously existing experimental data and seem also to agree with the data by Karadimos et al. [4].
The latter dataset present a special interest, since in that project the same samples with those used in the
present project had been used. Concerning the new data point at 16.5 MeV, it lies slightly highwer than
the other data points and evaluation libraries. However, it reveals an increasing trend of the cross section
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curve around 16 MeV, which is also indicated by ENDF/B-VIIL.O, JEFF-3.3 and TENDL-2017
evaluation curves.
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Figure 8. Cross section results for the *U(n,f) reaction, with and without the f,,,, correction.
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