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MeyaAa MNwooika MovtéAa: mpoBAnpaticpoi,
MPOoKARoEIg Kal oto Babog n EAAnvikn MNMwooa

Aploteidng BayyeAdtog
vagelat@cti.gr
Epguvntng, ITYE «Aldpavtog»

MepiAnyn

H Texvntr) Nonpoobvn, Kdt 1) «I1apay®yik)» ek6oxt) g, mov nepthapBavet katd xbpto Adoyo ta Meydha
IMwoowda Movtéha (MI'M) kat Tig epappoyég Toog, £xoov aldadet péod oe PKpO XPOVIKO didotpd, Tov
TPOIIO IOV OKEPTORAOTE, EVEPYOLHE KAl KLPIDG «ypdpovpe» (mapayovpe ypamtod keipevo). Kat otav
ava@epoOPacte OV YPAPL), 1) €uPaocn, oto OAaiolo g epyaciag, divetat oe O,TL éxel oxéon pe TV
exnaidevtiky) dradikaoia pe emuAéov otoxo TV aSloloynon twv vémv dedopévav, oe oxéon pe v
EMnvikr) yA\wooa. Ztnv napobdoa épeova, péoem Koping PAoypagikig avaokonmong, mpooeyyifooue ta
MI'M xat tig avnovyieg Imov €Xovv SNLOLPYIOEL KATA KOUPLO AOYO OTNV EKIAOEDTIKY] KOWOTITA, VA
napdaAnia oxoAadovpe akpoliymg, TV «erndpketa» 1wv MI'M oe yAwooeg Atyotepo dradedopéveg, Onog
etvat ta EAAnvikd.

A€€eig kKAe01a: Meyaha Mwoowda Movteha, EneSepyaoia Pvowrig Moooag, Texvrt) Nonpoobdvn

Elcaywyn

Ta tehevtata 6vo xpovia, mapatnpovpe pia tepdotia egéAln oe avtod mov oMoy, iowg yia
eokoAia, ovopdloope texvrty vonpooovr) (TN), kat anewkovietat oty kabnpepvottd pag
Kopilog pe epappoyég Meydhov Ieooowaov Movtédov (MIM) - Large Language Models
(LLMs).

Kabe ypriotng éxet miéov Sokipdoet TooAdylotov pia oxetikn) epappoyn (my. ChatGPT,
Gemini, Copilot, LLaMA), e tovg o aepong va to adtonotody oty Kabnpeptvotntd Toug:
amo TA Mo KaAd Iapadelypdtd, ol «IPOTOIOPOL» POLTTEG ITOD Ypda@ovy pia owatpifr, 1)
KAIIO0 EMOTNPOVIKO dpBpo, o MoANEG TepuTToELg avalntovv Porfeia, ota cooTpata avtd
(Yan et al., 2024). Ot oxeTiKég eappOYEg KAVOLY KDPLOAEKTIKA Opanor), oe KATL ITOL bIIO dAAeg
ovvlnkeg, Oa xapaktpifape oD edkoAa armd AoyoKAOIIr| £®G KAt avIlypdr), EV® Ofjpepd,
OLOKOAEDOPAOTE AKOPA KAl VA TO AVAYVOPIoovpE: YoV PALIETE KAVEL TV EUPAVIOL TODS
EPAPPOYEG «IIAPAPPACTG» IOV AVANAPPAVOLY VA KAVOLY éva Kelpevo Imov £xet mapaybet amo
epappoyt) TN, pn avayvepiopo g t€toto (amo ... GANeg OXETIKEG EPAPHOYES AVAYVDPLONG
G AoyoKAomr|g - MAAY1IPIOHOD).

Méoa oe avTo To dooTomko (aAAd Kt KAVOQAVEG) TOIIio, TOANEG elvat Ot HAPAPETPOL IO
rpémnet va dtepeovn0odv KaADTEP: VA TIG KATAVONCOVHE [I€ OTOXO VA TIG ASLOMOUC0VHE OV
exmaidevon) Kat Oxt anm\d va xpnotpomnotnfooy pe oxono v e§andatnon. Kat otyovpa vrdpyet
peyalo medio pevvag mpog v Katevdovorn) aotr.

210 mapov apbpo, mépa amod T ov{HTNon yia Tig IPokAnoelg avtég, efetafovpe Kat éva
Oépa mmov éyet va kdavel pe v dvvartomta () v advvapia) moo éxoov tTa MIM va
ornootnpifoov otov 1610 Padpo, 1o Ayyhogavo kowvo (1 mhetoyneia tov MIM éyxoov
exniadevtel oe peydho Pabpo oe kelpeva - copata KEWEVOV — oL eival ypappéva omy
AyyAKI) YAOOOQ) Kat Tavtoxpova o pr AyyAo@avo Kowvo Kat eldkotepa aileg, Atyotepo
Xpnotporotovpeveg YAoooes, oreg etvat xat 11 ENnvik).

X. Kapaywavvidng, H. KapacaBBidng, B. KOAAag, M. Mamactepyiou (emy.), Mpaktikd Epyactcv 8ou MaveAArviou Tuvedpiou «Evtagn kat
Xprion twv TNE otnv Ekmaideutikn Awadikacia», Mavemotnpio Oeccaliag, BoAog, 27-29 ZemtepBpiou 2024
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2 ovvExEla TG epyaoiag, Aapylkda Kdavovpe pa ewoaywyny ota MIM, xatomv
napovotafoope Tig Wattepomteg mg ENnvikrg yAwooag oe oyxéon pe v EneSepyaoia
Pvowr)g Maooag, peta oxohdalovpe Tig aviovyieg KAt Tig IPOKAOElg ITOL PEPVOLY Ol
epappoyeg v MI'M, kat mptv ta oopnepdopard, eetafoope av ta MI'M oo éyovpe onpepa,
elvat 10 1010 «IKava» yua ONeG TIg PLOIKEG YADOOES.

Ti ival ta MM (LLM-Large Language Models)

‘Eva peydho yAwoowo povtédo (LLM) eivat éva maxéto Aoylopikod mov Stakpivetat yia myv
IKAVOTNTA TOL VA PIOPEl VA KATAVOILOeL KAt vd Iapdyet yA\wooa yevikob okonoo (Wikipedia,
2024). Ta MI'M anoktodv avtég TG «Kavotnteg» amobnkedovrag («pabaivovtagy katd
AaA\ODG) OTATIOTIKEG OXEOELG OITO PEYANNG EKTAONG WHPIAKA KEWPEVIKA EYYPAPA PEORD HLAG
DIOAOYIOTIKA evTatiki)g Stadikaoiag eknaidevong eite pe avtoemifAeyn (self-supervised) eite
pe nuenifheyn (semi-supervised). Ta MI'M pumopovv va xpnowpomnowfodv ywa v
IIAPAy®yl] KEWPEVOD, Pd POPQL HAPAYDYIKNG TEXVITHG Vonpoobvng, Aapfdavovtag éva
Kelpevo 100000 Kal mapayoviag Keipevo pe vonpd, mpoPAEmovtag emavel\nppéva To
eropevo obpPolo, Aédn) 1) ppdon).

Ta MI'M eivat xpnotponotody oty mpddn texvntd vevpavikd diktoa. Ta peyalotepa kat
mo wavd, and tov Mdaptio tov 2023, kataokevalovtatl pe dpxttekToviky) mov Pacietatl oe
arokmdwkoroinon Pactopévn ot petacynpatiopodsg (decoder-only transformer-based
architecture).

Mepka adloonpeiota Kat evpéag xpnopomnotovpeva MI'M etvar 1) oelpd poviedov GPT
g OpenAl (m.x. GPT-3.5 xat GPT-4, oo ypnotpomnotovvtat oto ChatGPT xat oto Microsoft
Copilot), to Gemini g Google, 1 owoyéveta povtéhov LLaMA ¢ Meta, ta povtéla Claude
¢ Anthropic kat ta povtéda g Mistral AL

Mwg Asitoupyouv Ta HEYAAd YAWGOOIKA HOVTEAQ;

Ta MI'M akoAovBoovv pia ovvOetn mpoogyytorn mmov nepthapBavel moAan\d emireda.

1o Bepelindeg emtriedo, éva MI'M mpénet va exmaidevtel oe évav peydalo Oyko dedopévav
- peEPIKEG QOPEG avapEpeTal g oopa dedopévav - mov ovvifwg éxet péyebog petabytes. H
exraidevor pmopet va mephapPavet moAanhda Prjpata, Sexwvevtag oovnfog pe pia
rpoogyylon pabnong xopig emiPAeyn (unsupervised learning). XtV mpooéyyton aotr), To
povtélo exmaidevetat oe pn dounpéva OSedopéva kar oe dedopéva ywpig etikéteg. To
IAEOVEKTNIA TG eKITaideDOG O¢ 1) emonpelwpeva dedopéva (xmpig eTIKETEG) etvat OTL oLXVA
DIAPYOLY MOAD IeplocoTepa dedopeva Owabéoipa oe avtr ) pop@r|. Ze aoTod To oTAdlo, TO
povtého apyilet va avtiel oyxéoelg petald Stagopetik®v AéSemv Kat evvolmv (Iavia oe
OTATIOTIKI) HOP@PT)).

To emopevo Pripa yia optopéva MI'M eivat n) eknaidevorn) Kat 1) TEAe10IIO)01) {1e Pid pop@r
avtoemPAenopevrg (self-supervised) pabnong. Zto Prjpa avto, éxet mpayparomnon et kdmota
emonpeioorn dedopévav, Ponbavtag to poviého va avayvepilet pe peyalvtepn akpifeia tig
OLaPOPETIKEG EVVOLEG.

2 oovéyeta, 1o MI'M epapnolet Babia pabnorn (deep learning) xabog mepvaet anod
Sladikaoia Tov HETACXNHATIOROL otd vevpmvikda Oiktoa. H apyttektovikn tov poviéloo
petaoynpatioty (transformer) emrtpénet oto MI'M va katavoet kat va avayvepilet Tig oxéoelg
Kat Tig oovoéoelg petald Aée@v KAl eVVOl®V XPIOLHOMOW®VTAS VAV HIXAVIOHO auTo-
evnpépwong 1) avto-poooxtg (self-attention mechanism). Avtog o pnyaviopog eivat oe 6éon
va anodidet pia Padpoloyia, mov oovrfmg avagépetat wg Papog, oe éva dedopévo otoryelo -
oo ovopadetat token - mpokerévon va mpoodlopioet T oxéon.
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Ta MI'M ¢€xoov yivet OAo Kat o Onpo@iAr) enetdr] €XovV evpeida eQpappoyr) yia éva mhatd
@aopa epyaowwv EOI, ovpmepiapPavopéveov teov axolovbov: Ilapayeyr xeypévoo,
Metagpaor, Ilepianyn mepieyopevov, IlapaMayr) mepieyopévoo, Talvopnon xat
Katnyoplomoinor), Avaivor oovatofnpartog, AlaAoyiKr) TeXVI T VOIoobVT KAt IPOO®ITIKOL
Bon0ot (chatbots).

H EAAnvIKA YAwooa Kat n Emeepyacia ducikng Mwooag

Ta eN\nvika etvan 11 emtonpn yAowooa g ENdadag, pia amd tig 6vo emionpeg yAmooeg g
Konpov, kabwg xat pia amno tig 24 emionpeg yAwooeg g Evpanaikrg Evaong (EE). Exovtag
TovAdytotov 13 ekatoppvpla QLoKovg OpANTEG, OIOG avageépetal oty ékdoon tov 2020
(231) tov Ethnologue, piag Pdong dedopévav avapopdg yYA@oomv oo dnpootedeTat Ao v
SIL International (Eberhard, Simons, & Fennig, 2019), ) eN\nvikr) katatacoetat oty 89 Oéon
petadd tev 200 mo Stadedopévev yAwoomv maykooping. To eNnviko ak@dapfnto amotehettal
amo 24 ypdppata Kat §6o S1aKpITtikd, £vd yid TV dVAIIapdaoTact) T onpeiod ToViopo (L.
«i») Kat éva yta ta Ola\vTikd, mov amoteleitat and dvo teleieg IAVE AId Eva POVHEV Kt
vnodnAmvet pia Sexmprotr) cOMNaApP (.. «1»).

H E®T 1161 amo ta téhn) g dekaetiag tov 1980 avayvepiotke &g pid amo@aoloTiKI)
eokatpia yta mv eA\nVvikr) YA®ood va OOppETdoyel 0to YA@oowko tomio g Evpenatkrg
Evoong et iooig opotg pe dMeg mo Sradedopéveg yAwooeg. YO To mpiopd avtrg g
moAttikrg Kat pe ) PorBeia g Evpenaikrg Eveoong xat edvikev xpnpatodotroeav, £xoov
avarrtoxei moAMamAda epyaleia kat mopot yia my «eANnvikrp» EQT. Qotooo, ot oxetikég
epyaoieg mov Olepevvodv Tty meployr) eivar mepopopéveg (Gavrilidou et al., 2012;
Papantoniou & Tzitizikas, 2020). Zopgpeva pe v mo npooeatn (Papantoniou & Tzitzikas,
2020), avagépovtat 79 Onpootevpéveg epyacieg oo avtAnOnkav TO00 Ao TV ePEDVITIKT) 000
kat amo myv “ykpila” Piphoypapia xat agopoovv mopovg kat epyaieia EQT yia ta véa
eNnvika. Ot epyaoieg avtég meptrypagoov egelilelg yia Sidpopa emimeda emegepyaoiag, OImg
@ovnUKry, popgoloyia, oovvraln, evoopdtoon Aéewv, onpacoloyia, avdaivorn
oovatodrpatog Kat andvinon epatoe®v. Oneg yiverdatl @avepo dmod avTr) Tr) COVOITTIKI)
EIMOKOIINOT), EVag peyalog aptdpog amo Tig avapepOPEVeg EPYAOIES, AV KAt KAVOTOHPEG OO0V
apopd TG epeLVITIKEG ITpooeyyioetg, dev aivetal va éyovv evoopatmbet 1) atomowBet oe eva
€0POTEPO MAALOI0 EPAPHOYIG. AKOMI IO ONPAVTIKO elVal OTL Ol IOPOL KAl Td EPYAAeid ITOD
oxetiovtat pe mo efeldikeopéveg mepoxeg (.. Yyeia, K.a.) prmopoov va petpnbodv ota
daytola tov evog xepov (Vagelatos et al., 2011; Vagelatos et al., 2022; Zervopoulos et al.,
2019).

Avnouxigg mou ek@pdalovtal yia TiG EQApHOYEG Twv MMM

H é\evor) g TN xat mo ooykekprpéva g napayeyikrg TN, pe 1) poper) moo avagépdnke
HAPAIIAV®, PePVel Padl g KAt apKeTEg aviovyieg oL eKPEACOVTAL arid TOLG EPELVITEG. Ag
OOVIE TIG IO CNPAVTKEG ATIO AVTEG.

Ta MI'M pmopodv va yp1otpedoony @G IPOoOIMKOL dAoKaAol ayyAK®v, vrootpifoviag
TODG EPEVVITEG TIOD eV €XOLV MG PITPIKI] YA®OOA TV ayyAikr) va Sermepdoovy Tig G0OKOAiEG
IO CLXVA AVTIPETOMICOLY KATA T OLYYPAQPI] EMOTHOVIKOV EPYAOCLOV OTI) YA®OO aUTH|
(Koga, 2023).
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Qoto00, vdapyoovv npoPAnpata oty adlomoinon MI'M yia ) Sijjpptovpyia KEWPEVOV, OIS
1 napayoyn yeodovg minpogopiag (hallucinations?), n Aoyoxhomr|) al\d Kat ot avrovyieg yia
myv npootacia g WOTIKIG (®r)g. [a Tov HeTplaopd avtov Tov TPOTIOV onpeiov, ot
ovyypageig Oa mpérmet va eAéyyoov MOAAAIA®OG TO IAPAYOHEVO MEPLEXOHIEVO OOYKPLVOVTAG TO
pe adiomoteg mnyeg yia va diaopaiicoov v axkpifetda, va Xpnotporolody aviyvenTég
YA®OOK1)G opotothTag (epyaleia Katd TG AOYOKAOIIG) KAl VA AIIOPELYOLV TV ELCAYDYT|
ONPAVTIKOV KAl IIPOCMITIK®V IATPOPOPLOV OTIG VIONES/ epatrparta (prompt) tov MI'M.

Emu\éov vmapyet 1 mpotpormr) ta MIM va xprnoipomolodvial IeptoooTepo yia TV
enefepyaoia kat mv PelTi®on Keypévoo mapd yia T Onpiovpyla peydalng EéKtaong
«mp@TotuITov» Ketpevoo (Elsevier, 2023).

Yopeava pe ta mpotorna tov Elsevier (Elsevier, 2023), ot ovyypageig Oa mpémet va
XPNOLHOIIOLV TeXVOoAOoyieg mapaymyikng texvntyg vonpooovvrg (TN) xat texvoloyieg pe
vnoot)pSn TN xatd ) dtadwkaocia ovyypagrg, povo yia ) BeAtinon) g avayvaotpoTTag
Kat mg yAoooag g epyaoiag tovg. Kabog n texvrt vonpooovn pmopet va mapéyet eva
EYKDPO QAIVOPEVIKA OITOTEAEOPA TIOD OTNV 0vOla TOL elval eo@alpévo, eANUTEg 1)
rpokatelAnppévo, Oa mpérmet va xprotpornoteitat pe avipmImvn emomteia Kat ENeyxo Kat ot
ovyypageig 0a mpémet va efetdlovv IMPOOEKTIKA KAl VA TPOIOIOOLY KATAANAA Tto
arotédeopa. To meplexOpevo To0 OLOLONIIOTE MOVIHATOG, €ival TeAKd vrevfovoTtnTa Tov
Snpovpyod Kat povo avtodg etvat brdAOyog yia aoto.

YUYKEKPIHEVA TEPLOOKA KAl OPYAVIOPOL AVIAIOKPIVOVTAL SIa@QOPETIKA OTr) XP1on T1g
TN. T'a mapadetypa, to Korean Journal of Radiology (!) evBappivet v opbr) epappoyr) g
napayoylkng TN yia va dievkoAdvet ) S1adoot) CrpavTKOV EMOTHOVIKOV YVHOEDV HECD
TOV dNPOOEDOE®Y, AMIOTPENOVTAS IAPAANAC TV EMIOTHOVIKI] AVAPHOOTH COPIEPLPOPA
kat 1§ napaPidoetg mg deovioloyiag tov dnpootedoemv (Park, 2023). Xtov avtimoda, ot
IOATIKEG ToV Teplodikev ¢ Radiological Society of North America (RSNA, 2023)
ONPEOVOLY OAP®S OTL Ot ovyypageig Oa mpémnet va etvat oe B¢on va dnAmvoov ot ta dpbpa
ToVg dev mepéyovv AoyokAomr), oopePIAApBAVOpEVOD TOD KELPEVOD KAl TRV YPAPIKOV IO
rapcayovtat aro epappoyég TN.

Eival opwg ta MMM, To id10 IKava og OAEG TIG YAWOOEG;

H emotnpovikr oolrjtnon éyet Sexivrjoet oxedov pe v eppavion tov epapupoyev TN, oe
oxéon pe v «xavotta» v MIM va avtamnokpiBodv avdloya Kdi pe emdpkela oe
OlapopeTikég QLOIKEG YAmooeg (To onpeto avagopdg etvatl @ootkd 1) AyyAikr) oo eivat 1)
Kvplapyn oto dtadikToo).

Ot Lai et al., 2023, avagépovtat oto ChatGPT, meprypdgovtag 01t oe GOYKPLOT] e e101KéGg
KELPEVIKEG ep@TIOELG, 1 avatepr) artodoor Tov ChatGPT oe ayyAkég meptypagég epyaciov yia
MV IAELOVOTNTA TOV IPOPANIATOV Kat TOV YA®oomv vrnodnAmvet 0Tt To ChatGPT pmopet va
Katavoet/ avaldel KAOADTEPA TG ayyAIKeg IIPOTPOITEG Kat va odnyel oe KaAOTePT TAPAYDY)
anavinoe®v pe mo axkpiPr) amotehéopara. Emumiéov, n oopmepidnyn ayyAkeov meptypapmv
EPYAOIOV Y1d 11 ayyAukég e100000g (Ipotporeg) propet va OempnOel wg pia mpooeyyion ya
1) HETATOMION TV AVAIIAPACTACEDV TOV EOTIKAOV YADOOIKAV 100DV IIPOG TOV Ay YAIKO XDPO
oo pnopet va eneepyaotel kahvtepa amnod 1o ChatGPT Aoye g xoplapyiag g ayyAikig
yA®ooag ota 6edopéva eKIaidevor|g TOV.

1 BAéne véo optopod oto https://www.cam.ac.uk/research/news/cambridge-dictionary-
names-hallucinate-word-of-the-year-2023
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Epxopevot topa oe napadeiypata npotponmv oty ENnvikr) yA@ooa, Swapdaloope ot
otV mpotporr) «A®oe HOL TPelg onpavtikég edvikég eoptég» 1) anavtrorn too ChatGPT (4)
nrav «1. Huépa tmg Avedaptnoiag, 2. Oyt Huépa [sic], 3. ITpotopayid» (ZmveNAng, 2024).

Atyeg efoopadeg petd, TV opa Hov yPd@eTat To IApov Keipevo, to 1810 epyaleio divel
TOAD KaAbTep) andavtnor) (Ladi Kat pe oxeTkég avagopd):

Ziyoopa! E6® eivar Tpeig onpavtikég e0vikég eoptég oty EAAdda:

a) 251 Maprtiov (Eopraoudg g EMnuikyg Emavaoraong tov 1821). ) 1y Maiov (Epyatiky
Iporopayid). y) 28n Oxreppiov (Enéreiog oo OXI).

Aev pmopodpe va eipaocte oiyoopot yia To IAAiolo mov Snpodpynoe TO00 S1APOPETIKES
anavinoeig. Ziyoopa opeg Oa mpéret va éxel Kaveig Katd voo 600 «Xp0OODE KAVOVEG»: d) ADTO
oo oMot yvepifape amd v mponyoovpevn «google search» rmepiodo, oxdel akopa: to «of
course it’s true, I show it on the Internet» (https:/ /cacm.acm.org/research/of-course-its-true-
i-saw-it-on-the-internet/) e§axohovfei va MHN 1oxvet! Kat ) oe pepovepéveg anavinioets,
propoope va Pacicoope povo avruapadetypata kat OXI copmepdaopartal Kat gookd, oremg
ava@épbnke Kat apandave, Td PovieAd PeATiovovTat.

MIM mpooappoopéva otnv EAAnvikA FAwooa

Edo xat apketd xaipo, Sexivnoav npoonddeteg va erektabovv ot SuvaToT)Teg TOV AVOLYTOV
MI'M oe aM\eg yAoooeg (m.x. LeoLM yia yeppavikd, Aguilaf yia tonavikd, K.Ait.)

Opotag Tovg tehevtaiong pryveg, éxet Sexwvroet pia npoomnadea kat and ‘ENnveg epeovrtég
(Kt Ta avtioTol(d ePELVITIKA VOTLTODTd) Va «eGeAAnVicovv» (1] Ka\bTepa va eknatdevbooov
omv EN\nvikr] yAoooa) MI'M. ITpog avt v katedBovor avarrtoxOnke xat KokAo@opnoe
amo to Ivottovto Enelepyaoiag I'adooag kat Adyov too Kévipo Epevvag & Kawvotopiag
ABnva, to Meltemi LLM yia v eMN\nvikry yAwooa. To Meltemi avamntoooetat og 6iyAooco
POVTENO, BLATP®VTAG TIg SLVATOTITEG TOD YA TNV AYYAIKI| YAQDOOA, eV EMEKTELVETAL YA VA
Katavoet kat va dnpovpyet drrtatota keipevo ota Néa EAVIKd xpnotpormotovtag Texvikeg
aiprs. To Meltemi etvat ytiopévo nave oto MI'M avoiytod Aoyiopikod g Mistral-7B kat
éxel exnaidentel Og éva OOPA EAMVIKOV KEWPEVOV LDYNANG HO0TTAaG. Yrdapyxoov dvo
napalayég too Meltemi oty ékdoor 1k: 1o Oepeltwdeg poviédo Meltemi-7B-vl xat to
napayoyo tov, Meltemi-7B-Instruct-vl moo pmopel va xprotwpomowufel yia epappoyeg
ovvopthiag (Meltemi, 2024).

>to (Antonopoulos, 2024), yiverat pua npoordfeia ooykptrikrg adtodoynong EANAnvikov
MIM e161kod (aAAd KAt yevikod) okorov. Zta ovpmnepdopatd dafafovpe 0Tt To edKOD
OKOIIOV, eKITAIOeLHIEVO LOVTENO g 11ltensors, av KAt ONUaviika PKPOTEPO, £xel Tig 101eg
emoOOOoelg e TA PeyaluTepd HOVTEAd. 01000, dev amoteAet EKIANSL)... AUTO To povTélo elvat
poOptopévo yia T oLYKeKPLEVT) epyaoia. Aoty elvat 1) Opop@Ld TG TIPOOAPHOYIG KAl TG
XPHONG PIKPOTEPHDV HOVTEADV Y1a ECEIOKEDIEVEG EPYAOTLEG.

Télog, yia va yivel avagopd xat oto apyko epotmpa: [Tapodo mov ta eAAnvika
DIIOEKIIPOOMIIOLVTAL ota OobVOAa dedopévav exmnaidevong twv MIM, oe ovykplon pe Tig
€DPEMS OPAODEVEG (KAl EKIIPOOMIIO|EVES) YA®OOEG, Ta poviéha e§akolovboov va etvat
ITOAD KAV KAl vd emOelkvbooy pid woxovpr) anodoor). Enuthéov, mpoogépovv v evehSia
Yla IEPAITEP® TEAEIOIION 0T MOTE VA HIPOOAPHOOTOV €9KA OTIG POVADIKEG Kt e10KOTEPES
MIEPUITOOELG XP1)01)G ITOL PITOPEL KATA MEPITTIMOT) VA AIIATTODVTAL.

JUPTEPACHATIKA

2y epyaocia avt éyive pia mpetn mpoonddeta amodetinong emotnpovikig fipAtoypagpiag
og OX€01 pe T IPOKAT|oelg ot xpron MI'M yevika kot eidkotepa yia yA@ooeg Atyotepo
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Xpnotporolovpeves, o1eg etvat ta EAANvikd. Amo Tig ava@opég mov Kataypaenkayv, eivat
@avepo, OTLvrapyet éva Crtpd MoToTTAS YeVIKOTepd, aANd e101KOTEPA O YADOOEG 1€ KT
rapovoia oto StadikToo, eyeipovtatl apketd Jnpata.

I'a va yivet Sovatd Opmg va IpoKOdyet £vd TeEKpNPLdpEvo ooprépaopd, Oa mpémet va yivet
IO CLVTETAYHEVT] €pevva e BAoT) TA POVTIENT IOV XPIOIHOIIO00VTAL, £XOVTAG IAVTIA KATA
VOU, TO YeEYOVOG OTL AKOPA KAl AUTC, O TAKTA XPOVIKA dtaotrjpatd, aldaloov (Pektiovpeva).

Méxpt T0Te, KaAo eivat va pny epmoTenoOpdoTte a priori Tinote, av dev 1o H1a0TALPOCOLE
KataAnAa, pa moo eite propet va etval napaminpo@opnorn) (etvatl Tpopeps) 1 aveor TOV
MI'M va adovatodv va «amavtrjooov»: dev yvepilo — dev éxo apketr mAnpogopia), eite
propet va mpokettal yia mpokatdAny (bias), eite yia pia oelpd arrd GAeg IEPUITMOEL,

Ev xatax)eidy, SwaPaloope oto (Mahovorn, 2023): «0VOKOAA pmopel akopa Kavelg va
apeoPnrrioet 6T IpoOKetTat yua “pia pop@r) engoiag”, TOLAIXLIOTOV Yl KATIOOV OPIOHO T
televtaiag Aé€ng. Tpogavag pmopeig va ovvevvondeig pe avty ) pnxavy o€ €va m\aioto
OOPPPACOHEVDV».

H Snpooicvon ek@pdlel v Ammown KAt VO TOL OLVTAKT) avtig Kat dev avtikartorrtpilet
anapaitnta i anoweig tng Evponaikng Evoong 1) g Evponaiknc Emtponrc. H Evponaikr)
Eveoon kat 1 Evpendaikr) Emtponn; dev evbBovovtal yia omowadnmote mbavr) ypnon tng
IANPOEOPLAC ALTHG.

H Epvyaoia exnmovriOnke oto m\aiowo g dpdaong «Kévtpa Kawvotopiag oe 13 TTAE» oo givat
evrayupévn oto Tapesio Avakapyng kat AvBektukodtntag kat ovoyypnuatodoteitat amd myv E.E.

Greece 2 “ ;:::;;:':*.J:::;n
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