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Hepitnym
H epyacio avut) amotelel por mpdtoon yuwo v ewooy@yq s Mnyoavikng Mdbnong kot
ovykekpyéva g Evioyvtikng Mdfnong péom g peBddov Q-Learning ota oyoleio.
Avoivetar n péBodog kat tapovastaletot yioti n ovykekpipévn péBodog aArd Kot 0 KAAS0G TG
Mnyavikig Méfnong yevikétepa ivor katdAiniog yuo tnv exmodevtiky dadikacio. Emiong
mapovotdletal n duvvatdtta vo cuvovaotel | péBodog Q-Learning e tn ypron pounodt cto
EKTALOEVTIKO TEPIPAALOV.
A&Earg khawowa: Myovikn Mabnon, Evicyvtiky uabnon, Q-Learning.

Abstract
This paper is a proposal for the introduction of Machine Learning and more precisely the Q-
Learning algorithm of the Reinforcement Learning method in schools. The method is analyzed
and we present why this particular method and the whole Machine Learning field are relevant
to the educational process. We also present the importance of the ability to connect the Q-
Learning algorithm with the use of robots in the educational environment.
Keywords: Machine Learning, reinforcement learning, Q-Learning

1. Ewcaywyn

Teyvnt| Nonpoosvvn givatl o KAGOOG TNG ETGTAUNG VTOAOYICT®V OOV TPOCTAHOVLLE
Vo KOAVOULLE TOVG VTOAOYIOTEG VO cvumepipepfodv cav vonuove o6via. Boowm
Aertovpyila T@V vonuoveov éviov gival n uabnon. Me tov 6po pudabnon evvoodpue v
Beltimon g cvumepipopdg pe v amokton weipag. H punyovieny pabnon eivan
TEPIOYN TNG TEXVNTNG VONLOGVVIG OOV 0GYOAOVLACTE [e olyopifpovg kot puebddovg
OV EMITPENTOVY GE VTOAOYIGTIKG GUGTHUOTO VO BEATIOVOUV TN GUUTEPLPOPE TOVG LE
™mv amokton yvoonc. (Mitchell, 1997). Ou aAyopiBuor pnyovikng pddnong
KOTIYOPLOTOLOUVTOL avOiAoyo pe To emfountd amotédespo tov aAyopifpov. Ot
ocvvnbéotepeg katnyopieg ivar ov €€NG:

e  MaOnon pe Emifieyn (Supervised Learning). Eivar 1 Khaoikr mpocéyyion

TOL TPOPANUATOG TNG UNYOVIKNG Labnone. O adyoppog katackevalet o
OULVAPTNOT TOL OAMEWOVI(EL OEOOUEVEG E10000VG GE YVOOTEG, emMBUUNTEG
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€€0dovg (oHvolo ekmaidevong, vrodeiypata). O o1d)0g €ival 1 yevikevon g
CULVAPTNOMNG KO Yio E1I6OO0VE e Ayvmotn £50d0.

e MaOnon yowpic Emipreyn (Unsupervised Learning). O aAydpiBupog
KaTaokevalel éva HLOVIEAD Yo KATOW0 GUVOAO €000V Ywpig va yvopilet
emBountég e£000VG Yo TO GUVOLO EKTAIOEVOTG.

o  Evioyvtikny Mabnon (Reinforcement Learning). Edd 10 cOotnuo pog
Aertovpyel pe okomd vo TETOYEL €vav oTOX0. Xav kobodnynomn otnv
avalnmnon avty 0ev el évov GUECO 00MYO OMMG TO VTOJEIYHOTO OTM
uébnon pe emifreyn oArd kabodnyeitar and "avropolPéc” ko "tyopieg”
OV JEYETAL OVAAOYO LLE TO OV Ol EVEPYELEG TOV TO (PEPVOVV TO KOVTE OTN
Aoon f Oy (Sutton & Barto, 1998). Xxondc eivor vo peyiotomombodv ot
avtopolBég pakponpodesua. To omoTEAEGLOTA TOV EVEPYEIOV GOIVOVTAL GTO
TELOG TG Oladikociog Kot Y1 avtd 1 uéBodog avtn ovoudletol Kot "puabnon
pe kabvotépnon” (Delayed Learning). Asgttovpyel o€ KOTOGTAGELS TOL O
ot10Y0¢ €lvanr pokpompdfBecuoc oe evuetaPfinto mEPPAAAOVIO KOl GE
mePPAALOVTO Y10 TOL OTola £XOVUE TEPLOPIOUEVES TTANpOPopies. Epappoyéc
Bpickel 0T pOUTOTIKT, GTA TOLYVIO K. O

2. Muyyavikiy MaOnon otnv taln

2.1 Evraén oto mpoypouua 6rovomv kot padnclokxoi 6toyol

To avrtikeipevo g Mnyavikng MdaOnong umopei vo evtoyBel oto mpdypappo
onovdav Tov [N'vpvaciov oty evotta “TlpoypappatiCo tov Yroroyiot” tov dEova
pobnolokav otoymv “Atgpeuved, ovakoAvTto kot Adve mpofinuote pue TIE” n
onoio. cOueova pe to “Ipoypouua Zrovdwv yio tov IAnpopopixo I pouuotious oto
Tovuvaoio” 1ddoketal kal otig Tpelg Taéelg Tov [MNvpvaciov.

Ymv A’ lN'vpvaciov oto TAaiclo TG EVOTNTOG 0LTHG UTOPOLV VO TUPOVGIAGTOVY OO
TOV EKTMOIOEVTIKO ETOLHO TTapodElypata Aoyiopikod Mnyavikng Mdabnong 6mov ot
poabntég Oa kKAinbovv vo aAAGEOLY TN GUUTEPLPOPA TOV GLCTHUOTOSG UETARIALOVTOG
mopopétpovs. Xtnv B’ Tvuvaciov ot pobntéc kalodviar vo, KOTOVONGOLV TOV
oAyopiBpo Q-Learning mov Bo odnynoet évav mpdktopa (agent) otnv €££0d0
AapopvBov, eved oty [ T4EN Wropovv va ToV LAOTON|GOLY TPOYPOULUATIGTIKA
Emiong omv evomra “Ylomowd oyédia épevvag pe TIIE” tov d&ova poabnolokov
oTOYOV “Algpevvd, avakaALTT® kot Ave mpoPfAnuata pe TIIE” n pébodoc Q-
Learning pmopel va evtoytel otn dpacmmpidmmra ¢ “Exmodevtikng Popmotikng”
OMOV UTOPOLUE VO EKTOIOEVOVUE TO POUTOT va Ppiokel v €£0d0 amd €vov
Aafopvlo.

H yAdooog mpoypoppatiopod 7Tov ¥pnoYonolEital 610 GYoAEl0 GTO TAiclO TNg
dwackaAiog g evomrag “Ilpoypappatito tov Yroloyiot” eival wavod epyoaleio
Yo vo. vAoronfovv ot amapaitntol akyopiBpol. ATAomompéves LopeES TG Lebddov
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Q-Learning pmopobdv vo vioronfovv axoun kot 6to Microsoft Excel.

O Paokdc otoOY0G TG eloay@yng ™S Mnyaviking Mdadnong eivar n e€okeiwon TV
pobntov pe  évvoleg g teYVNTAG vonuoovvng. Ot pobntég péoa omd avty ™
nwpocéyyion Ba cuvedntonomcovy 60tL 1 Teyvnt Nonpoobvn dev givar vToyPe®TIKA
KATL TO TOADTAOKO KOl SUGVONTO LLE TO OTOI0 OIGYOAOVVTIOL LOVO Ol EMGTHHOVES TNG
TANPOQPOPIKNG GAAD KOTL 7OV TO GLVOVIOUE OF TOAAEC EQOPUOYES  TNG
KOONUEPVOTNTAG UG, OMMC Yo TOPASEIYUE TO TALYVIOW TOV VTOAOYIOTH, KOOMG
emiong Kot KAt wov O wropovcay Kat ot 8101 o€ Kamwolo fabid vo To VAOTOGOLV.

2.2 H ué@ooog Q-Learning

Ao T dudpopeg pebddovg Mryovikng Mdabnong miotevovpe 61t 1 uEBodog NG
Evioyvtikng Mdabnong kot mo cvykekpyuéva 1 pebodoroyior Q-learning sivor avtn
OV TTPOCPEPETAL KAADTEPQ Y10, EPaPUOYN ot TAEN. O Adyou:
e Eivar gvxora kotavont) dwdikacio. Ot pobntéc pmopodv va KoTovorcovy
™ Aerrovpyia ¢ neboddov ywpic TOAAEG TPOUTAITOVIEVES YVMDOELG.

o  Kpatdel (ovtavo to evolapépov kabdg mapakorovdel v “mpdodo” Tov
GULOTILLOTOG TOL EKTALOEVETAL

e H dwdwacio g ekmaidevong eivor OAANAETOPUCTIK HE dVVATOTNTA
oAAOY®V oTO TEdI0 OMMG Yoo TOPASEYHO OLPOPETIKY OYESIOOT TOV
AafopvBov

o O poBntég pmopovv vo emépPouvv oty dadwacio pddnong pvbuilovrtog
TOPOUETPOVS TOL GUOTNUATOG, OTMC TNV TopaueTpo ARong, oote va
emTeLyOovV To KAADTEPA SVVOTA OTOTEAEG LT

e Ilpocopoidvovior vonpoves opyoviopol kot yivoviol 7o KOTOVONTEG Ot
Agirtovpyieg Tove.

e Mmopel va epappoctel e poumdT He QOLOKN LrOcToct. Etor vmhpyet
aicOnon ot avtd mov YiveTdl GTOV VTOAOYIOTH €YEL OVTIIKTUTO GTOV
TPAYLLOTIKO KOGLLO.

Ac pavtactovue évav mpaktopa (agent) wov €xel duvatoOTNTO VO “Kiveitonl” pHéco o
€Val GUYKEKPIUEVO YDPO, ¢ TovpE Evav Aapopwvbo. Exel pio kdmowo avtiinyn tov
YDOPOL OGO TOL EMTPEMOVY 01 OO TAPES Tov. Ag VIToBésovpe emiong OTL apykd dev
EYEL KOUIA 10£€0, Y10 TIG GVVETELES TV TTPALemV Tov, dINAdN dev EEPEL e TTOlo TPOTO Ol
evépyeleg Tov Ba aAlaEovy ta Tpoidvta TV aichnoemdv Tov. Avtd mov dEYETOL Eival
"opon" av Ppel wy v €£0do, Kot "Tinwpia" ov yio TOPAdEYUe GUYKPOLGTEL LE
Kkdmowo eumodio. ‘Eotm 6Tt 0 mpdrTopdc pag €xel SuvaTOTNTO VO KIVEITAL GTOV
“koouo” tov oynquoros la. KdabBe otyp mn 0éomn tov woBopileton amd Tig
CULVTETAYHEVEG TOV KEMOV TOV. Eektviel amd To KeM A pe cuvtetaypéveg (2,3) kot o€
K@0e drokpir] povada Tov ypovov Exel T duvortdtnTa va kivndel g 6éon mivo,
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Katw, 6810 N oplotepd. LTdY0G TOL €Vl VO PTAGEL GTO KEAL X UE GUVTETAYUEVEG
(6,7). KabBe popd mov méptel og toiyo maipvel "avtapoPn” -1 kot 6tav PTacel 610 X
avropeifetar pe +10. Otav @tdvel 610 X Ko Aoy 7APEL TNV AVIOUOP TOV
LETOPEPETAL GE KATTOL0 GALO TVYaio KEAL Ko cuveyileL.

8 ;3 [N I I R R B )
7 T 74| HN IR [ [ R i )
6 6| 1| 1 ]t
5 5( 1| 1 ]t
4 af 1|1 ]t
3 A 3| 1t | 1a ot
2 AN NN N N
1 1NN N NN

1T 2 3 4 5 6 7T 1 2 3 4 5 6 7

(o) B

Zynua I (0) o “Kéouog” ko (B) n “BéAtiotn [lodimikn”

Avto mov TPEMEL TEMKG VO, OMOKTAGEL O TPAKTOPAC MOG €lvorl po woditikd),
OULYKEKPIUEVEG OMAAON 00MYieg Yoo To TL Ba mpémel va KAvel oe KAOe dedOpEVN
katdotaorn (oe kGbe KeAl) Yo vo TANGCLAGEL TOV TEAKO TOv otTOY0. H PéAtiom
TOAITIKT Y10 TOV TPAKTOPA Lo @aivetol oto oyqua 1f. To gpotua eivor mog Oa
KOTAPEPEL O TPAKTOPAG VO OTOKTNGEL TNV TOAITIKN OVTN HE HOVO JEOOUEVO TNV
oLvapTNOoT OVTOUOPNG. XTn pabnon pe evioyvon gival Aoyiko 0Tl ovTOUOIPEG GTO
KOVTIVO PEAAOV €yovv peyaAdtepr adlo amd apolPég O€ O OTOUOKPVUGLEVT] YPOVIKN
otuyun. I'a mopdderypa Bo mpotiuncovpie pio kivron mov Oa pog 0dnNyNoEL 6To 6TOYO
oe 5 PAuota amd po GAAn mov Bo kdver to O oe 10. Opilovpe Aowmdv évav
ovvredeatny Anbng y oto didotnua [0,1].
H péBodog Q-Learning mpotdfnke and tov Watkins, (Watkins & Dayan, 1992).
Yopeova pe aut ) pnébodo datnpovpe Evav mivaka Tindv Q(X,a) yio kdbe Cevydpt
katdotaong X Kou dvvatig Opdong o TOL  OVOTOPIOTE TNV TOLWOTNTO TNG
OULYKEKPIUEVNG dpaong ot cuykekpiévn Béon. H dpdorn mov tedkd emdéyetan Kot
ektedeiton gival avt yio v omoia  Q diver ) péyot . H tyun g Q(X,a)
emnpedletor and v amevbeiog apolPn yo v Kivinorn outh Tov Sivel 1 GuvapTnon
apopng r(X,a) kabmg kot amd ) péyiotn tiun g Q ot véa 8éon X' wg e&ng:

O(X, ) «L—r(X,a) +7 - V(X") )
omov V(X') n péyrot i tov Q yia tn véa Béom, Y o cvvteheotng Aong ko B o
oLvTeEAESTNG oV peTaPdAieTon To Q amd TNV ToAd 0T VEX TIUN.
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Hivaxag 1: O1 tiuég tov Q

X a QX,a) r(X,o)
(2,3) IT 4 0
(2,3) K 6 0
(2,3) A 3 0
(2,3) A 7 0
(1,3) II 5 0
(1,3) K 4 0
(1,3) A 2 0
(1,3) A 4 -1

Y10 mapadetypd pag Eexvape pe v Q va £yel Tuyaieg TIES GOV AVTES TOV POIVOVTOL
otov mivoka 1. Eekivavtog tov Tpaktopa amo tn 0€on (2,3) PAénet 0T 1) Kivnon o=A
TPOG T OPloTeEPE €xEL TO péYIoTOo Q Ko £tol petakiveitan oto (1,3) yopig va mapet
Kopio avtapoPn and t cvvaptnon r. H péyiot i ot véa 6éom givan 5 yuo v
kivnon II. To cvoTnue EEPVEL TN TYWN TNG TPONYOLREVG Kivong o Kovtd 6' avth)
™ . To Q Yo T Tponyoduevn kivnon ntav 7 kot emopévag pe ovviereotég y=0.9
Kot f=2 &yovpe:

Q((2,3),A):(0+0'92'5)+7

Kot ovTikafioToO e T véa T Yo 1o Q otov mivaka. Me Tov 1810 Tpdmo cuveyilovpe
UEYPL TO GVGTNUO VO GLYKAIVEL 6€ pol KA ToATk. To OtTL Bprikape pwo Avon yio
10 TPOPANUa pag dev onuaivel amopaitnta 0Tl PpRKape Kol TV KOADTEPN duvoTh
Aoom. O odyopOpog pog TPEMEL v TPOPAETEL KATOTE KOl LEPIKES TLYOHEG KIVIGELS,
€€ OmO TNV TOMTIKN TNG OTIYUNG, OVT®MG MOTE VO EYOLUE TN OLVATOTNTA VO
EEPUYOLLE OO TN TETOTNUEVT] KO VO, TECOVIE TAV®O GTNV KAADTEPN ADGT, av PERaia
vt VEAPYEL. ALTEC Ol Tuyoieg KWVNOELS OVOUALoVTOL ECEPEVVITIKES KIVIOEIS GF
avtifeon UE TG VTOAOITEG TOL TIS OMOKOAOVUE KIVAOEIS ekuetdAlevons (Tng Mom
amokTnuévng yvoorng). To mola Ba givor n oxéon avapeoa oty e&epedvnon Kot TNV
eKUETAAAEVON Kol TG akpPdc Ba yivouv ot eEgpevvnTikég Kivioelg eaptdtal amd
70 TPOPAN A TTOV EYOVIE VO OVTYLETOTIGOVLE KO TIG CVYKEKPILEVES GUVOTKEG.

=5.75 ?2)
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