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Abstract 

This work presents a framework for intelligent processing and management automation of sports content 

utilizing algorithmic techniques and Artificial Intelligence (AI) methods, such as Machine/ Deep 

Learning (ML/DL). In the modern digital media landscape, sports data is among the most popular 

news/informing categories, favoring mediated communication and audience interaction. The main 

subject of interest may concern any sports event (e.g., a sports match) and all accompanying data related 

to player statements, athlete profiles, historical records of similar sports competitions, broader events, 

audience reactions, and more. The proposed approach introduces a series of techniques for semantic 

processing, annotating, and data linking mechanisms, providing a broader framework for indexing, and 

retrieving interconnected information. These data may include audiovisual material from event 

recordings, textual streams of unstructured or standardized descriptions, contributed content, comments, 

and reactions from ordinary users, before, during and after the main event. A modular ontology for 

organizing and describing events allows for the structured management of these informatory streams, 

making them useful for coaches, sports analysts, editors, journalists, and the broader audience. The basic 

functional capabilities and pilot results of the initial techniques applied in basketball are presented. 

Keywords: sports semantics, intelligent processing, content management, machine learning, artificial 

intelligence, quality of experience. 

Introduction 

In today’s world, where media is critical in shaping information dissemination and audience 

engagement, this work presents a cutting-edge framework that leverages algorithmic techniques 

and Artificial Intelligence (AI) methods to process and manage sports content. From the 

excitement of live events to the rich history of archives, sports content is a vital component of 

modern communication, connecting communities and captivating audiences worldwide 

(Bellamy, 2009; Dimoulas, 2020; Fuss et al., 2013; Owens, 2015; Raney, & Bryant, 2009; 

Romney, & Johnson, 2020). Multiple content entities (i.e., text, images/graphs, photographs, 

audio, video) are employed for this purpose, aiming at engaging audiences and enhancing the 

offered Quality of Experience (QoE), ensembled in multimodal presentations, non-linear 
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storytelling, multichannel/spatial audio, and 3D video arrangements, or even eXtended Reality 

(XR) media applications (Dimoulas, 2016; Kalliris et al., 2014; Kotsakis et al., 2014a; Matsiola 

et al., 2015; Vegiris et al., 2008). The enhanced experience purposes to entertain the public and 

also to offer cultural and pedagogical interventions for society, given that sports have also been 

part of cultural spectacles and demonstrations. In this context, what content we capture, 

document, and broadcast today will be the sports audiovisual heritage for future generations, 

thus special care needs to be taken during pre-production, production, and post-production 

phases (Dimoulas et al., 2014; Dimoulas, 2022; Podara et al., 2021). In today’s digital era, social 

media and User Generated Content (UGC) play a very significant role that cannot be left out of 

the discussion, with the television experience being wholly altered with the use of multiple 

cross-/trans-media channels, second-screen television applications, mobile footage 

contributions, and more, which are dominant in the consumption of television-broadcasted 

sports content (Dimoulas & Symeonidis, 2015; Dimoulas & Veglis, 2023; Katsaounidou et al., 

2018; Katsaounidou et al., 2019; Palioura & Dimoulas, 2022; Podara et al., 2019; Saridou & 

Veglis, 2021; Sidiropoulos et al., 2019). 

Elaborating on the above remarks, the advent of social media thoroughly enhanced audience 

participation through content playing, sharing, commenting, and interacting, therefore 

augmented the overall user experience (Boulianne, 2020; Jenkins & Ito, 2015; Matsiola et al., 

2015; Vázquez-Herrero, & López-García, 2019). Among others, the “new media” era (Web 2.0 

and beyond) multiplied the times and ways that content is produced, distributed, getting 

reactions, searched, and retrieved, thus creating new needs for more sophisticated media assets 

description, documentation, and management automations (Dimoulas et al., 2018; Kalliris & 

Dimoulas; 2009; Katsaounidou et al., 2019; Matsiola et al., 2015). Hence, apart from textual 

metadata, content-extracted descriptors, data-handling ontologies, and intelligent systems are 

now employed for providing deeper insights into the presented information, i.e., thematic 

classification, emotions, semantic conceptualization, relevant events detection/identification 

with aligning and linking mechanisms and more (Dimoulas & Veglis, 2023; Filippidis et al., 

2018a; 2018b; 2019; Kapela et al., 2015; Kotsakis et al., 2014b; Tsolakis, 2023; Tsolakis et al., 

2023; Vryzas et al., 2018; 2021a). Data-driven approaches relying on smart systems trained 

through Machine/Depp Learning (ML/DL) and hybrid decision making algorithms are now part 

of both the production and post-production processes, intended to facilitate the 

capturing/framing and streaming processes (Vegiris et al., 2008; Vryzas et al., 2021b), serve 

content indexing during editing (Dimoulas et al., 2007a; Vegiris et al., 2009), face 

emotional/semantic classification and personalization needs (Dimoulas & Symeonidis, 2015; 

Kotsakis et al., 2014b; Vryzas et al., 2018; 2021a; 2021b). Apart from documentation and 

management purposes, AI-based approaches are currently employed to enhance content quality 

by suppressing noise and removing other degradation artifacts, increasing image and audio 

resolution and, overall, augmenting the offered experience (Braun et al., 2021; Dimoulas, 2020; 

Fuss et al., 2013; Jo et al., 2018; Rota et al., 2023; Zhang et al., 2017). Such services are 

considered critical when it comes to the utilization of archived material in heritage applications 
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and reuse scenarios, with imperative usefulness in the sports media domain (Chatzara et al., 

2019; Dimoulas et al. 2014; 2018; Dimoulas, 2022; Dimoulas & Veglis, 2023; Romney, & 

Johnson, 2020). 

The current work elaborates on the need for intelligent documentation, indexing, and warehouse 

of sports data, including the incorporation and proper enhancement of archived material. The 

research hypothesis is that data-driven AI approaches utilizing sophisticated ML and DL 

solutions are technologically mature and efficient in delivering the stated requests of quality 

enhancement and media assets management automations by detecting and utilizing 

multiple/multimodal streams describing the same sports event. The paper envisions a modular 

architecture of different sub-systems that can be adaptively combined to face the needs of each 

explicit case, indicating a framework of data-driven solutions with the associated dataset 

repositories that can be configured to deliver the corresponding needs. This framework offers a 

structured approach to handling the diverse array of sports-related data and unlocks new 

opportunities for semantic analysis, annotation, and data linkage. By harnessing the power of 

ML/DL algorithms, it provides a sophisticated platform for indexing, retrieving, and 

interpreting interconnected content, ranging from player insights to fan reactions. Furthermore, 

this approach transforms raw data streams into actionable insights through a meticulously 

crafted ontology, benefiting a broad range of stakeholders. Coaches, sports analysts, journalists, 

and enthusiasts can utilize its comprehensive organizational structure, enabling informed 

decision-making and enhancing the overall sporting experience. 

The structure of the paper is organized as follows. The next section states/defines the problem 

in discussion, its multidisciplinary scientific background, and the associated literature review. 

Subsequently, the introduced mineCourt framework (Mining Enhanced Content semantics thru 

sports data) is presented and discussed. Finally, pilot results and discussion summarize the 

proposed modular solution with its innovating and contributing research aspects, demonstrating 

use cases for future implementation and further progress anticipation.  

Problem Definition and Background 

Based on the preceding analysis, when it comes to sports broadcasting and archiving, there are 

two significant areas of focus. The first is the Quality of Experience (QoE) offered to viewers, 

which has seen significant improvements in recent years. These include enhancements in visual 

resolution, more vivid colors, increased frame rates (and motion dynamics), multichannel 

sound-tracks with spatial/3D audio reproduction capabilities, content profiling and device 

adaptation functionalities and more (Dimoulas, 2020; Fuss et al., 2013; Owens, 2015; Raney, 

& Bryant, 2009). Additionally, the broadcasting process has been elevated, with various 

augmentation layers now included in the streamed data and metadata, thus turning the 

broadcasting process into a whole new experience. No doubt, there is no comparison between 

the grade of archived content and new sports footage, where quality degradations are evident 

in the old material (image noise, poor resolution, audio noise contamination, sound artifacts and 
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more), mainly due to the initial capture and preservation in analog form (Figures 1, 2). 

Nevertheless, sophisticated Machine/Deep Learning (ML/DL) approaches can be employed 

nowadays for archived material restoration through deep noise suppression and super-resolution 

enhancement, utilizing Generative AI models to synthetically recreate missing/poor 

information in audio and visual/image content.  

The second pillar emphasizes the importance of efficient content archiving and management 

automations through content annotation and indexing mechanisms (Figure 3), which is 

especially critical when dealing with vast amounts of prolonged audio and video recordings. It 

is no coincidence that such semantic web services have been systematically pursued since the 

advent of the Web 2.0 era, as already commented, making media assets management a practical 

necessity in most related everyday applications (Boulianne, 2020; Dimoulas & Veglis, 2023; 

Jenkins, 2015; Kalliris & Dimoulas, 2009; Katsaounidou et al., 2019; Matsiola et al., 2015; 

Saridou & Veglis, 2021). With the abundance of content and considering the progress and 

maturity of media compression algorithms and encoding protocols, the research attention was 

turned to innovative, intelligent data management solutions. Therefore, content indexing, 

documentation, and retrieval services are crucial for making information usable in post-/ batch-

processing modes, such as reviewing footage for reexperiencing an event, making it usable in 

content reuse scenarios or implicating further correlation and analysis processes (Dimoulas, 

2020; Nikolopoulou & Papagianni, 2015; Papachristou, 2016). Appropriate documentation and 

archiving are equally essential as a minimum heritage mediation for future generations, not just 

in Journalism and Sports Businesses (Dimoulas et al., 2014; 2018). In this context, metadata 

augmentation and sophisticated content description are employed to archive data, along with 

quality enhancement tasks, to facilitate broader and easier usage. 
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a.   

b.   

c.   

Figure 1: Snapshots of basketball events: (a). archived material of an old event with quality 

degradations and poor visual aids; (b). contemporary views with visual analysis aids that alter the 

offered experience (both in the physical venue and in broadcasted media); (c). use of action cameras 

for a different viewing experience (Dimoulas, 2020; 

https://youtu.be/iXFJMNiCzJo?si=yLRcDlWcVSnqxh0a; 

https://www.youtube.com/live/V_AQYFLLMqA?si=sEWKw0bcmCczrf0Z) 
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a.  

b.  

c.  

d.  

Figure 2: Snapshots of football broadcasting footage: (a). archived material of an old event with 

obvious quality degradations; (b, c, d). contemporary views with visual aids that alter the offered 

experience (Dimoulas, 2020; https://youtu.be/rrcsLwUJdQk?si=ZJh1G_gPZ2jF8lsP). 
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a.  

b.   

c.    

 

Figure 3: Indexing and annotation visualization of football and basketball matches: (a). indicating 

event points within a football match; (b). providing visual aids and statistics concerning 

spatiotemporal football possession/movements; (c) providing visual aids and statistics concerning 

spatiotemporal basketball possession/movements (Dimoulas, 2020; Nikolopoulou & Papagianni, 2015; 

Papachristou, 2016; Filippidis et al. 2018a; 2018b; 2019). 

Elaborating on the above remarks, the problem definition can be projected in a block diagram 

by formulating a mathematical function to be resolved (Figure 4). The implicated solution 

(indicated by the red dotted frame) is fed by the massive volumes of unstructured data covering 

multiple sports events (system input), with the desired output being the enhanced and 

semantically augmented media assets (bluish dotted frame). Indexing and data linking cues are 
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involved for specific records to be matched (and internally aligned to each other) with specific 

sports events timelines. More specifically, following the data-flow pipeline of Figure 4, 

unimodal content entities are extracted from the available media records and are further 

subjected to detection, matching, and alignment of the targeted athletic events/matches, with 

content restoration and enchantment needs to be detected and deployed. Then, the implicated 

modalities (and their advantageous processing/ analysis insights) are combined in a multimodal 

fusion, thus leading to semantic analysis indexing and metadata augmentation. 

 

Figure 4: Block diagram presenting the given problem and the involved processes. 

Content preservation is one of the oldest and most critical tasks regarding archives of 

audiovisual material heritage. Given that technology has been tremendously advanced, old 

footage and formats used to support lower quality concerning audio and visual resolution, bit 

depth, noise presence, etc. (Dimoulas, 2022; Dimoulas et al., 2014; Jack, 2011; Kalliris & 

Dimoulas, 2009; Mourjopoulos, 2005). Hence, traditional audio and image/video enhancement 

techniques have been employed for many decades to get rid of unwanted contamination 

components (broadband acoustic background noise, reverberation, salt-and-paper visual 

artifacts, etc.) utilizing variations of spectral subtraction and spatial filtering, which could also 

be combined with signal detection and segmentation techniques (Dimoulas et al., 2007a; 2007b; 

Kalliris et al., 2001; 2016; Tsardoulias et al., 2016; Tsilfidis & Mourjopoulos, 2011; Vegiris et 

al., 2009). Super-resolution imaging (and audio) techniques were also developed to increase the 

content sharpness by augmenting the available pixels/sample with new predictions, which, in 

the case of video enhancements, were also combined with accurate sub-pixel motion estimation 

(Dimoulas., 2020; Dimoulas et al. 2007b; 2014; Jack, 2011; Konstantoudakis et al., 2018a; 

2018b). Nowadays, most of the above restoration and enhancement techniques can be deployed 

with machine learning algorithms, which can settle both restoration and spatiotemporal 

resolution enhancement needs by detecting specific motifs/patterns and synthetically generating 

missing patches (Braun et al., 2021; Jo et al., 2018; Lucas et al., 2019; Rota et al., 2023; Ulyanov 

et al., 2018; Wang et al., 2018; Zhang et al., 2023). 

Concerning media indexing and documentation, data-driven approaches are utilized for 

content-based audiovisual description and management automations, which have also been 

employed in recognition of sports actions (Dimoulas, 2020; Filippidis et al., 2019; Kapela et 
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al., 2015; Pan & Li; 2020; Liu et al., 2021; Wu et al., 2020; Liu et al., 2021). During the last 

decades, AI-assisted solutions have been dominant, with a broad multidisciplinary presence in 

multiple fields, from art and (cultural) heritage to media applications, audiovisual production 

automations, human-machine interaction and more (Chatzara et al., 2019; Dimoulas, 2022; 

Dimoulas & Veglis, 2023; Dimoulas et al., 2014; Vryzas et al., 2018; 2021a; 2021b). Hence, 

audio novelty and motion activity tracking techniques have been initially implemented for event 

detection, segmentation, and summarization purposes, utilizing relevant content-extracted 

features (Dimoulas et al., 2007a; 2007b; Filippidis et al., 2019; Dimoulas & Kalliris, 2013; 

Kalliris et al., 2016; Müller, 2007). Sentiment analysis and quality of experience 

estimation/profiling methods have also been employed in that direction (Kotsakis et al., 2014a; 

2014b; Vryzas et al., 2018; 2021a). Multimodal approaches are usually encountered, with audio 

entailing a significantly lighter computational burden compared to handling visual/motion 

assets and also proving advantageous in event detection/ matching tasks due to the higher 

likelihood of shared audio information across different content versions, irrespective of 

recording device placement or direction—a feature not inherently present in video (Dimoulas 

& Kalliris, 2013; Dimoulas & Symeonidis 2015; Kalliris et al., 2016). At the same time, the 

text modality can be proved significantly useful in sports events detection and social media 

reactions monitoring, baring the most lightweight processing nature (Dimoulas & Veglis, 2023; 

Fillipidis et al., 2018a; 2018b; Tsolakis, 2023; Tsolakis et al., 2023). 

Shifting from machine learning to the era of deep learning architectures, with the availability 

of large datasets and more sophisticated solutions (i.e., convolutional neural networks, 

generative adversarial networks, transfer learning techniques and more), the potentials of such 

data-driven solutions seem unparallel (Liu, 2021; Liu et al., 2021; Lucas et al., 2019; Pan & Li, 

2020; Vryzas et al., 2021a; Wang et al., 2018). Still, careful attention is needed while deploying 

such systems, especially regarding archiving, documentation, and heritage applications. For 

instance, by applying visual enhancement through generative AI models, there is no safeguard 

to check the authenticity and preciseness of the synthetically produced imaging patches. While 

the outcome may seem realistic, improving the offered experience in perceptual terms, a dataset 

bias may cause unwanted style and pattern errors, altering the character and the whole 

impression provided by the enhanced content, which might misalign with the heritage aims. 

Likewise, AI enhancement of heavily noisy speech has been shown to create voicing and 

pronunciation artifacts, which new generations might not even notice. Finally, with the vast 

amount of data, available datasets, and the plethora of AI solutions, careful treatment is needed 

within a standardized framework, like the one proposed by the current research. Otherwise, no 

matter how smart the deployed solutions are, increased complexity, computational overheads, 

and unpredictable algorithmic behaviour might cause more problems than the ones we are 

trying to solve. 
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The Proposed Framework: Mining Enhanced Content semantics thru sports data 

(mineCourt) 

The proposed mineCourt approach (Mining Enhanced Content semantics thru sports data) 

suggests a modular integration framework, targeting enhanced semantics extraction of sports 

content towards sophisticated indexing and analysis of specific events. With the main aim being 

to automate the media assets documentation and management utilities, quality enhancements 

are considered part of the process (even if they have not been extensively applied so far) and 

can be delivered to facilitate the event detection and segmentation tasks (Dimoulas et al., 2007a; 

2007b) or as a sole/explicit procedure, in case old/archived footage or UGC material containing 

noising artifacts and quality degradations are involved. The first related attempt focused on the 

implementation of an annotation approach for indexing, summarizing, and visualizing the 

implicated events in football matches. Specifically, the idea was that radio producers, lively 

commenting/describing a game, could spatially annotate the actions on a top-view court field 

view through a web service listing all the encountered football activities (pass, dribble, shot, 

goal, foul/penalty, etc., Figure 3a) (Nikolopoulou & Papagianni, 2015). The main challenge was 

to test whether a journalists’ pair could commit to the parallel task of commenting and 

annotating the game without interruptions or flaws in their radio broadcasting descriptions 

(which proved feasible). Hence, it came up that content could be appropriately annotated with 

the event in progress, producing rough segmentation and indexing ques while also offering the 

generated visualization to radio audiences (the ones with no access to video broadcasting) 

(Dimoulas, 2020; Nikolopoulou & Papagianni, 2015). 

The crafted football annotator (Figure 3a) allowed further elaboration, encompassing more 

specific details on the succession of the activities (e.g., goals will always follow kick actions, 

i.e., shot, foul, penalty, etc., penalties can be annotated only within the penalty area and so on). 

This time, the effort was focused on basketball matches, with a tighter state transition diagram 

providing a roadmap of all possible endings/successions during each event. For instance, a 

possession change can occur within the following conditions: after a turnover, an offensive foul, 

a defensive rebound, or a successful basket. Hence, the developed basketball annotator (Figure 

4c, left) exhibited enhanced standardization on the available annotation choices, thus 

minimizing the sets of choices on each decision node and making it easier for the indexing 

process to be lively conducted (provided that necessary automations are incorporated in the 

basketball annotator) (Papachristou, 2016; Filippidis et al., 2018a; 2018b). Hence, the fact that 

basketball matches contain much more internal events that succeed in short times and smaller 

court areas, using less space (e.g., compared to football), was one of the reasons that pointed 

our attention to this direction (apart from the personal interest, preferences, and background of 

the involved researchers). Another challenge was the difference between the broadcasting time 

and the match clock (with the first being continuous and the second interrupted during the 

inactive play moments and pauses), making it more difficult to establish a ground time reference 

for all associated footage, e.g., main coverage steams, highlights, UGC contributions, etc. 
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(again, compared to football or other sports). A final reason for working on basketball 

matches/events is that related contemporary research is conducted with similar aims (Liu, 2021; 

Liu et al., 2021; Pan & Li, 2020; Wu et al., 2020), facilitating, inspiring, or even motivating the 

current effort. Nonetheless, the selected area is considered a case study in our integration 

framework, meaning that individual modalities could easily be updated to meet the needs of 

each different sports match (with less complicated plays). 

Returning to the helpful insights and controls provided by the state transition diagram and the 

annotator updates, further modalities were pursued to facilitate the process by elaborating on 

the User Interface (UI) of the annotation web service and/or incorporating additional content 

entities and tools (i.e., broadcasted audio with the match descriptions, textual streaming and 

standardized play-by-play (PBP) descriptions, voice commanding to state the indexing labels, 

etc.). The most convenient and impactful data turned out to be the textual information, 

especially the PBP text provided by each league (e.g., NBA, Euroleague, Greek BasketLeague, 

etc.). Utilizing Natural Language Processing (NLP) algorithms, these messages can be 

combined, interpreted, and projected into meaningful events components, dataflows, and 

summaries (Figure 5), as successfully tested with the minor differentiations in terms and rules 

used of different leagues (Filippidis et al., 2018a; 2018b). Similar processing can be established 

with live textual streaming provided by sports websites during a match, utilizing the offered 

enhanced descriptions to detect buzzwords of possession actions and define the associated 

events (in combination with the PBPs or in cases they are not available). Apart from its 

computationally lightweight nature, the important aspect of this textual process lies in its ability 

to fully align with the states transition diagram and the annotator utility. More interestingly, 

further audio and video assets can be controlled through a multimodal ontology framework, 

allowing for multiple broadcasting media and UGC streams to be ingested, matched, and 

coupled (Anagnostou, 2022; Filippidis et al., 2019; Tsolakis, 2023; Tsolakis et., 2023). 
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a.  
 

b.  

c.  

d.  

Figure 5: Textual processing of the play-by-play (PBP) descriptions for basketball event identification 

and indexing: (a). example of an indicative PBP segment; (b). PBP events identification flow; (c) 

events detection and indexing (d). summaries and different vocabulary terms (Filippidis et al. 2018a). 
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Specifically, voice commanding was considered an alternative input to speed up the annotation 

process, indicating the class of the associated action (dribble, shoot, pass, etc.) by voice. A 

multilingual limited-vocabulary speech recognition system (in Greek and English languages) 

was developed to detect around fifty buzzwords associated with basketball actions. One 

thousand words per language and user were recorded for a total of five different (5) users to 

serve system training and testing purposes. Despite the small dataset size, the system achieved 

excellent performance with a 0.4% word error rate in Greek and 3.18% in English, probably 

due to pronunciation deficits (Gougousis, 2017). Similar audio recognition was tested in the 

noise conditions of real basketball games, with poorer accuracy. While buzzword detection 

performance on the commentary speech was decreased, audio-driven event detection was 

significantly helpful (detecting audience reaction, referee whistles, court air horns, etc.) 

(Filippidis et al., 2019; Sfyrakis, 2023). 

It is essential to mention that the deployed audio processing utilities have yet to be fully 

exhausted since recent advantages that significantly extend the offered capabilities have been 

marginally tested and/or incorporated. For instance, blind vocal separation methods have 

become more powerful combining AI-driven with traditional approaches (Braun et al., 2021; 

Kalliris et al., 2016; Tsilfidis & Mourjopoulos, 2011), also being available in state-of-the-art 

applications that average users can efficiently operate with impressive results (e.g., 

https://www.lalal.ai/, https://ultimatevocalremover.com/, https://fadr.com/stems). Thus, the 

commenting voices within a TV or radio broadcasting stream can now be much more easily 

separated from stadium-crowded sounds, thus resulting in precise speech-to-text conversion 

(even in the real-world conditions of a basketball game) and/or accurate buzzword recognition, 

which could be further combined with the textual indexing. Moreover, since the official video 

broadcasting streams can be accurately timed with the textual events by applying machine 

vision to the superimposed scoreboard (Figure 6), audio synching cues can be instrumental in 

aligning extra/UGC content and applying metadata augmentation to all the synchronized 

segments. Specifically, machine learning solutions facilitate scoreboard detection and tracking, 

with subsequent match clock extraction supported by Optical Character Recognition (OCR) 

techniques (Anagnostou, 2022). Therefore, a link between the media/play timeline and the 

match reference clock is established, with textual event metadata to be easily incorporated and 

propagated to all the coupled footage (Figure 6). 
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Figure 6: Detection, recognition, and extraction of the match clock to align the textual events with the 

timelines of the video segments (Anagnostou, 2022). 

Figure 7 illustrates the conceptual mineCourt approach with its envisioned functionalities. The 

modular architecture and integration aspects are of primary focus, in such a fashion that will 

enable knowledge transfer to similar cases of media coverage and management practices of 

other (sports) events. The diagram encompasses input sources, proposed unimodal processes, 

and multimodal fusion, all aimed at delivering content enhancement, documentation, analysis, 

and management automations. In today’s news ecosystem, apart from mainstream media, news 

websites, blogs, and UGC content shared through social media platforms have a significant 

impact on shaping the news reporting landscape, especially for sports events that captivate 

users’ attention and receive great audience engagement (Dimoulas, 2022; Katsaounidou et al., 

2019; Touri & Kostarella, 2017). Hence, mineCourt embodies all the available sources of 

information contributing to the coverage of an athletic event, namely official broadcasting 

channels (radio, TV, web streaming), UGC streams captured at the events venues or in 

associated occasions, add-on material (reports, analyses, interviews, etc.) provided by the sport 

organizers, media professionals/ journalists, and plenary users/citizen journalists, social media 

posts that circulate all this information through shares, reactions, and comments. The semiotics 

behind the co-placed mis-organized/non-aligned circles in the entrance of Figure 7 (left 

rectangle with cyan dotted line) is that multiple non-alike streams are formed within each 

content production–distribution cell, requiring integrated/uniform treatment. Therefore, 

massive unstructured multimodal content items represent the mineCourt inputs, which must be 

handled in unimodal/semantic processing and multimodal fusion to enhance media assets and 

management automations. After that, an ontology framework can serve adaptive (sports) events 
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detection, alignment, and indexing, encompassing data linking mechanisms, semantic meta-

data processing, and data analysis tools.  

Figure 7: Conceptual diagram and functionalities of the proposed mineCourt framework. 

 

Pilot Results and Discussion 

The present study delves into the importance of intelligent sports data documentation, indexing, 

and management automations, integrating content enhancement and metadata augmentation 

mechanisms. As a result, a modular architecture is proposed, comprising various sub-systems 

that can be flexibly combined to address specific requirements. As a result, an integration 

framework is proposed, containing data-driven solutions with associated dataset repositories 

that are customizable to meet corresponding needs, coupled with a corresponding data 

description and linking ontology. This framework provides a systematic approach to managing 

the diverse range of sports-related data, unlocking opportunities for semantic analysis, 

annotation, and data linkage. Also, it establishes a sophisticated platform for organizing, 

retrieving, and interpreting interconnected content, spanning from player insights to fan 

reactions. This outcome also positively answers the stated research hypothesis: Data-driven/AI-

assisted solutions are technologically mature and effective in meeting the desired objectives of 

improving quality and automating media assets management in the sports/basketball domains. 

By identifying and utilizing multiple/multimodal streams that describe the same sports event, 

raw data streams are converted into actionable insights, benefiting various stakeholders such as 

coaches, sports analysts, journalists, and enthusiasts, enhancing the overall sports experience. 

Elaborating on the above remarks in relation to the inputs and data flow of Figure 7, apart from 

the main media coverage of a sports event, multiple linked assets are equally important or more, 

even if they have entirely different spatiotemporal characteristics. For instance, with the 

occasion of a basketball game, similar content of previous seasons, including players, teams, 
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and analysis perspectives, might be as valuable/enjoyable for media professionals, sports 

analysts, the involved (and other) basketball teams, and the public audience. Even when 

someone is interested only in the main event, the availability of manifold streams can cover 

multiple aspects. Hence, radio broadcasting can stimulate emotions different from those caused 

by the TV coverage experience, with more vivid/thorough speech narrations. Likewise, UGC 

posts provide subjective views from multiple angles, encompassing versatile semantics, 

conceptional, and sentimental insights (i.e., regarding cheering sounds, public reactions, events-

related marginal details, small-scale/local incidents, etc.).  

Furthermore, textual descriptions of PBP and web-streaming services usually contain 

stricter/more accurate (and less verbose) points to facilitate the time-indexing process. The 

superimposed video scoreboard can be used for extracting match clock as a synching reference 

to texts and other modalities (which can be easily deployed with reduced computational load), 

thus serving alignment and semantic metadata propagation (i.e., spatiotemporal, contextual, and 

emotional labels). Content syncing is imperative for subsequent audio/video enhancements by 

selecting the best quality footage and/or deploying time delay compensation and 

spatial/imaging filtering techniques. The sound modality seems preferable in this direction due 

to its lightweight nature and omnidirectional presence, and it can also serve speech recognition, 

buzzword detection, audio-driven segmentation, and indexing, which can be further utilized in 

multimodal fusion. The available material can also drive the generative synthesis of missing 

viewpoints through AI. Most importantly, all these processes are to be controlled under an 

ontology framework to deliver all the coupling between data, metadata, events linking/ aligning, 

and algorithmic tools. 

Extending the above, Table 1 showcases individual components developed and tested within 

the mineCourt framework, many stemming from Ph.D. research and diploma dissertations 

conducted at the Laboratory of Electronic Media of Aristotle University (https://e-

media.jour.auth.gr/). Their presentation aims to demonstrate the maturity and validity of the 

proposed integration rather than evaluate individual modalities. Even so, most results are 

comparable to the current state of research. Hence, the crafted football and basketball 

annotators, to start with, have been put in related (subjective) evaluation procedures and proved 

that they do not lack in the offered usability, visualization and indexing functionalities, 

compared even to market solutions of media/sports domains (Dimoulas, 2020; Nikolopoulou 

& Papagianni, 2015; Papachristou; 2016). A manifold of audio classification and speech 

recognition tools have been implemented with remarkable accuracy (≥90%) in segmenting 

basketball events (commenting speech, referee whistles, court air horns,  audience reactions 

like boos, applauses, and cheering) (Filippidis et al. 2019; Sfyrakis, 2023), detecting buzzwords 

associated with basketball actions (Gougousis, 2017), extracting bimodal segmentation 

footprints for content matching and alignment purposes (Dimoulas & Symeonidis, 2015). 

Textual/PBP processing enabled successful detection and indexing of possession events 

(Filippidis et al., 2018a; 2018b), synchronized with video timelines using visual scoreboard 
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detection/tracking and game clock extraction (with remarkable accuracy of over 90-95%) 

(Anagnostou, 2022). Finally, a prototype sports indexing and retrieval front-end has been 

developed and coupled with a unified data ontology for serving data description, linking, and 

metadata propagation/enhancement facilities (Anagnostou, 2022; Tsolakis, 2023; Tsolakis et 

al., 2023). This ontology has been established and validated with basketball games of three 

different leagues (NBA, Greek Basket League, Euroleague) (Tsolakis, 2023; Tsolakis et al., 

2023). Most of all, the proposed integration framework drives best practices adoption and 

knowledge transfer to (sports) media examples with similar management/analysis needs. 

Table 1: Presentation of deployed mineCourt components with the associated maturity, integration, 

progress, and future expectations. 

Related work Description Outcomes: Maturity – Integration 

Nikolopoulou & 

Papagianni (2015) 

Radio commentary of a football 

match with (spatial) annotation  

of the possession events 

- football annotator (web service) 

- football possessions visualization and 

indexing  

Papachristou 

(2016) 

Basketball actions vocabulary and 

state transition diagram 
- basketball annotator (web service) 

- basketball possessions visualization and 

indexing 

Dimoulas & 

Symeonidis (2015) 

Syncing shared media through 

audio-driven bimodal 

segmentation 

- audio-driven segmentation and footprint 

extraction method 

- synching of shared media with emphasis 

on sports events 

Gougousis (2017) Limited-vocabulary automatic 

speech recognition of basketball 

buzzwords/actions 

- accurate recognition of basketball words 

(in clean recordings)  

- speech recognition dataset/code 

- voice dictation/input to basketball 

annotator 

Filippidis et al. 

(2018a; 2018b) 

Detection and semantic indexing 

of basketball possession events 

using textual streams (PBPs) 

- basketball annotator (web service) with 

enhanced control automations 

- natural language processing of textual 

PBP descriptions to define/index 

basketball possession events 

Filippidis et al. 

(2019), Sfyrakis 

(2023) 

Audio-driven basketball events 

segmentation and indexing 
- audio segmentation and classification of 

basketball events (code/datasets) 

- speech and buzzword recognition  

- voice separation & future expectations 

(enhancement, re-mixing, etc.) 

Anagnostou (2022) Audiovisual basketball events 

detection and spatiotemporal 

localization/indexing 

- scoreboard detection/tracking and match 

clock extraction in official videos 

- textual/PBP events processing and 

synching with video timelines 

- content indexing/retrieval interface and 

algorithmic backend (code/dataset) 
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Tsolakis (2023), 

Tsolakis et al. 

(2023) 

Ontology-based Framework for 

Sports Media Management  

- data handling and managing framework 

- semantic data linking and metadata 

enhancement  

- basketball vocabulary adaptation with 

events indexing mechanisms 
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